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Abstract 

 

The so-called "bilingual advantage" – the potential benefits for domain-general cognitive 

control as the result of bilingualism, has not been consistently replicated, and researchers 

have developed different theories to explain this variation in results. One explanation is that 

bilingualism should not be treated as a monolithic factor; instead, each bilingual's experiences 

and individual differences should be considered, as well as how language is used in different 

environments. Three broad language contexts have been suggested: regulatory, competitive, 

and cooperative. This dissertation explores whether these language environments 

differentially impact language use and cognitive control. Investigations 1 and 2 studied 

language availability and language control mechanisms in regulative and competitive 

language contexts. Investigation 3, on the other hand, attempted to simulate the competitive 

and cooperative contexts within a short-term experimental study and to observe the effects 

they may exert on specific domain-general cognitive mechanisms. By using a combination of 

behavioral and electrophysiological measures and restricting the scope to word production in 

Polish-English bilinguals, this dissertation attempts to give a broader understanding of the 

relationship between language environment and its consequences on the cognitive system. 

Additionally, the use of within-group and between-group comparisons in each study allowed 

for a more comprehensive exploration of changes in the cognitive system due to changes in 

the language environment. 

Collectively, this dissertation aims to advance our understanding of the cognitive effects of 

bilingualism and to shed light on the flexibility of the language system. Investigations 1 and 2 

found that the native language of long-term migrants is sensitive to changes in the 

environment. Even a short-term reimmerison in L1 results in a change in language control 

strategies. Investigation 3 found that the short-term language switching training, designed to 

simulate either competitive or cooperative language use, also results in a change of cognitive 



10 
 
 

control processes of bilinguals, leading them to rely on more global monitoring in a competitive 

language context. In summary, the dissertation paints a picture of a fast and adaptive 

language system that rapidly changes its cognitive strategies based on the environment's 

demands. The findings from the three presented investigations contribute to the existing body 

of knowledge in psychology, providing insights into the mechanisms underlying bilingualism-

related cognitive benefits. 

 

Keywords: bilingualism, cognitive control, language context, lexical access, cognitive 

demand 
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Streszczenie 

Tak zwana "dwujęzyczna przewaga" - potencjalne korzyści dla ogólnej kontroli poznawczej w 

wyniku dwujęzyczności, nie replikuje się we wszystkich badaniach, a naukowcy próbują 

zrozumieć i wyjaśnić rozbieżności w wynikach badań.  zmienność wyników. Jednym z 

wyjaśnień jest to, że dwujęzyczność nie jest zjawiskiem jednorodnym i wymaga uwzględnienia 

złożoności i różnorodności doświadczeń  osób dwujęzycznych, a także różnorodności 

środowisk językowych. Przebadano trzy szerokie konteksty językowe: regulacyjny, 

konkurencyjny i kooperacyjny. W ramach rozprawy przeanalizowano a, w jaki sposób te trzy 

środowiska językowe wpływają na używanie języka i kontrolę poznawczą. W Badaniach 1 i 2 

badano dostęp leksykalny i mechanizmy kontroli językowej w regulacyjnym i konkurencyjnym 

kontekście językowym. Z kolei w Badaniu 3 podjęto próbę symulacji kontekstu  

rywalizacyjnego i kooperacyjnego w ramach badania eksperymentalnego, obserwując wpływ, 

jaki każdy z kontekstówwywiera na mechanizmy poznawcze. Wykorzystując kombinację 

pomiarów behawioralnych i elektrofizjologicznych oraz koncentrując sięna badaniu produkcji 

słów u dwujęzycznych osób polsko-angielskich, starałem się lepiej zrozumić konsekwencje 

środowiska językowego nadziałanie systemu poznawczego. Zastosowanie porównań 

wewnątrzgrupowych i międzygrupowych w każdym badaniu dało możliwość lepszej kontroli 

czynników zakłócających. 

Podsumowując, niniejsza rozprawa ma na celu pogłębienie naszego zrozumienia 

poznawczych skutków dwujęzyczności i rzucenie światła na elastyczność systemu 

językowego. Badania 1 i 2 wykazały, że język ojczysty migrantów długoterminowych jest 

wrażliwy na zmiany w środowisku -nawet krótkotrwałe ponowne zanurzenie w L1 skutkuje 

zmianą strategii kontroli językowej. Badanie 3 wykazało, że krótkoterminowy trening 

przełączania się między językami - symulujący konkurencyjne i kooperacyjne użycia języka -

również skutkuje zmianą procesów kontroli poznawczej osób dwujęzycznych. W 

szczególności, odkryliśmy, że konkurencyjny kontekst językowi bardziej angażuje procesy 
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monitorowania. Podsumowując, uzyskane wyniki wskazują na duża adaptacyjność systemu 

językowego, szybko zmieniającego mechanizmy poznawcze w oparciu o bieżące wymagania 

środowiska. Wyniki trzech przedstawionych badań poszerzają istniejącej wiedzy z zakresu 

psychologii, zapewniając wgląd w mechanizmy leżące u podstaw korzyści poznawczych 

związanych z dwujęzycznością. 
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1 Introduction 

An ongoing debate in cognitive neuroscience is the nature of the "bilingual advantage": 

whether bilinguals - due to their language use -  develop more efficient general-domain control 

processes than monolinguals (Bialystok, 2007). Broadly speaking, this advantage might result 

from bilinguals' constant need to control both their first language (L1) and their second 

language (L2) during lexical selection, as both of their languages are always activated and 

compete against each other (Thierry & Wu, 2007). To avoid interference from the unintended 

language, cognitive control mechanisms are needed to regulate the activation of both 

languages and allow the selection of the intended language. One possible control mechanism 

is the inhibition of the unintended language (D. W. Green, 1998); another is an increase in the 

activation level of the intended language (Costa et al., 1999; Finkbeiner et al., 2006). 

Regardless of the precise mechanism of language control, bilingual speakers are thought to 

be exposed to a greater demand on their cognitive control systems than monolingual speakers 

(Bialystok, 2007). This greater demand could lead to an adaptation of the cognitive control 

system of bilinguals and a supposed greater proficiency of bilingual speakers in cognitive 

abilities involved in language control (Bialy]stok, 2007). When bilinguals apply their cognitive 

control to non-linguistic tasks, they should show greater efficiency in cognitive mechanisms 

shared between tasks, resulting in a bilingual advantage of bilinguals over monolinguals 

(Bialystok, 2017). Many studies in recent years tried to establish this bilingual advantage and 

identify its precise mechanisms. While some researchers found benefits for bilingual speakers 

compared to monolinguals (Bialystok, 2009, 2017; Costa et al., 2008), others did not find 

confirmatory results (Lehtonen et al., 2018; Paap, Johnson, & Sawi, 2015, for a review of both 

sides see van den Noort et al., 2019). To resolve this inconsistency, researchers have 

suggested viewing bilingualism not as a monolithic phenomenon but instead as a collection of 

different language experiences, individual differences, and varying contexts (Bak, 2016; 

Beatty-Martínez & Titone, 2021; D. W. Green & Abutalebi, 2013; D. W. Green & Wei, 2014; 
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Gullifer & Titone, 2020; Kałamała et al., 2023; Navarro-Torres et al., 2021; Wodniecka, 

Casado, et al., 2020). Focusing on different patterns of language use and different 

interactional contexts should make it possible to identify underlying mechanisms that would 

otherwise be blurred by treating bilingualism as a categorical phenomenon. 

The three investigations presented within this dissertation examine exemplary differences of 

regulatory, competitive, and cooperative contexts of language use - the three language 

contexts suggested by Beatty-Martinez and Titone (2021). The doctoral thesis is structured as 

follows. First, I present the theoretical background of my research and highlight exemplary 

consequences of changing between the language contexts suggested by Beatty-Martinez and 

Titone (2021). Afterward, I give an overview of each of the three investigations included in this 

thesis and summarize their findings. Finally, I discuss the overarching implications of this 

research and how it might illuminate how we describe and examine language environments 

and their impact on language use and cognitive control.  
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1.1 Describing language experience 

In order to explain the often-diverging results while studying the cognitive consequences of 

bilingualism, different categories of bilingual language experiences have been proposed to 

describe forms of language interaction and their possible impact on linguistic and non-linguistic 

control. One influential model is the seminal Adaptive Control Hypothesis by Green and 

Abutalebi (2013). It suggests three interactional contexts of bilingual language use, each with 

specific use of languages and different resulting demands for using cognitive control abilities. 

The three contexts are the single language context, in which languages are confined to distinct 

environments; the dual language context, in which two or more languages are present within 

the same environment; and the dense code-switching context, in which languages are mixed 

within single utterances. Within each context, bilinguals must rely on different cognitive 

mechanisms to reliably use their language system. For instance, the dual language context 

requires increased use of response inhibition in order to prevent answering in the wrong 

language. In contrast, the code-switching context allows the free switching between languages 

as every speaker understands both languages and, therefore, relies to a lesser degree on 

response inhibition (ACH, Green & Abutalebi, 2013). Following the adaptive control 

hypothesis, the environment determines how bilingual speakers need to control their 

languages in a given situation. This, in turn, determines which language control and domain-

general control processes are necessary. 

In their recent review, Beatty-Martínez and Titone (2021) followed a similar line of thinking, 

but instead of focusing on the direct impact of the environment, they investigated how 

languages may influence each other. They proposed three different categories of interactional 

contexts that describe how the language system adapts to dynamic changes in the language 

environment. Within each context, languages impact each other resulting in beneficial or 

detrimental consequences for word production. According to Beatty-Martinez and Titone, the 

three possible categories of language interaction are regulation, competition, and cooperation. 
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Language regulation encompasses language environments and contexts "that involve 

variable kinds of conversational exchanges, requiring bilinguals to closely monitor and 

regulate the activation of both languages to suit demands in everyday life […] and manage 

potential between-language interference by keeping the appropriate language active while 

seeking new contextual cues that may signal a language change" (Beatty-Martínez & Titone, 

2021, p. 5). As languages are not clearly separated from each other and speakers are not 

able to reliably predict the occurrence of a given language, bilinguals need to carefully regulate 

their language system in order to use their language successfully. The regulative context can 

therefore be seen as a high language entropy1 environment. That is, the two languages are 

both widely spread, and speakers encounter and use them both to a similar degree (Gullifer 

& Titone, 2020). One such example would be L2 immersion, in which L1 bilinguals live in an 

L2 dominant environment and are required to adjust their L1 activation to achieve fluent L2 

production. Recent studies revealed that this L2 immersion might lead to decreased L1 

accessibility (Baus et al., 2013; Linck et al., 2009) and that these L2 immersed bilinguals rely 

more on proactive control processes such as goal maintenance or monitoring (Beatty-

Martínez et al., 2020; Zhang et al., 2021). Language competition refers to a specific subset of 

language environments where both languages are present but separated into distinct 

communicative contexts. They are characterized by a low language entropy as both languages 

are highly compartmentalized, and speakers are able to confidently predict when they should 

use a given language (Gullifer & Titone, 2020). Because bilinguals in these environments do 

not frequently switch between languages, they show greater difficulty when required to switch 

within a conversation. Conversely, they tend to use more reactive language control strategies, 

 
 

1 Language entropy serves as an index of how diversly languages are distributed over a given 
environment or individual experience. High language entropy describes contexts in which two or more 
languages are equally likely to be engaged, while contexts with low language entropy are 
characterized by a single dominant language and a strong compartmentlization of languages (Gullifer 
& Titone, 2020). 
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such as inhibiting the non-target language, to use one language at the cost of another (Beatty-

Martínez et al., 2020). Finally, language cooperation refers to how some environments allow 

the beneficial use of multiple languages within the same context. In such environments, 

answering in either of the languages is a valid option because all speakers use both 

languages; therefore, bilinguals can choose their language freely, usually based on internal 

factors such as lexical access, and benefit from freely mixing languages (de Bruin et al., 2018; 

Gollan et al., 2014; Kleinman & Gollan, 2016). Furthermore, previous studies investigated 

word production involving free or voluntary language choice. They found that voluntary 

language switching leads to reduced activation of brain areas related to language control 

(Blanco-Elorrieta & Pylkkänen, 2017), suggesting that voluntary language mixing requires less 

cognitive effort during language control. Within this context, the opportunistic selection of 

languages based on bottom-up processes, like lexical frequency, can lead to less effortful 

language use with multiple languages "cooperating" with each other instead of causing 

interference. Together, these three contexts form a framework to categorize the experience of 

different bilingual speakers according to how their languages are separated in a given context 

and how effortful their required language control is. It not only proposes how languages impact 

each other but also how languages could change over time as the result of differing language 

use, for example the complete suppression of a language under the competitive context or the 

introduction of intrasentential mixing in the cooperative context. Compared to the model 

proposed by Green and Abutalebi (2013), Beatty-Martinez, and Titone offer a broader 

classification of language experiences that is not just restricted to cognitive control but also 

includes effects on language use itself. 

1.2 Moving from L2 immersion to L1 immersion 

One difference between the language competitive and regulatory contexts is the constant 

need for language control in the latter. The exposure to L2 without the possibility of strictly 

separating the languages according to the environment (as is the case in the competitive 
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context) requires additional control mechanisms to manage interference between the two 

languages. It has been suggested that this additional language control might consequently 

lead to hindered access to L1 in bilinguals living in L2 dominant environments and that 

bilingual speakers from an L2 dominant environment suffer from reduced L1 availability during 

speech production (Baus et al., 2013; Botezatu et al., 2020; Linck et al., 2009). Specifically, 

Baus et al. (2013) found that L2 immersion can reduce lexical access to L1 for low-frequency 

words. They tested German-Spanish bilinguals at the beginning and end of an exchange 

semester in Spain with a picture naming task in L1. During the second recording, after six 

months of L2 immersion, the exchange students showed significantly slower naming latencies 

for pictures with low lexical frequency names. The authors argued that these results 

demonstrated a reduction in L1 lexical access and that it resulted from changes in the 

frequency of use of their L1. However, not all studies find a clear link between L2 immersion 

and greater difficulty in lexical L1 access. For instance, Yilmaz and Schmid (2012) compared 

Turkish-Dutch bilinguals living in an L2 environment to Turkish monolinguals from an L1 

environment. Both groups completed a picture naming task in L1, including stimuli with low 

and high lexical frequency names. The authors found no differences in picture naming 

performance between groups, even when accounting for lexical frequency. However, during 

an additional free speech task, the monolinguals showed higher diversity and sophistication 

in their vocabulary in the form of a greater number of individual low-frequency words than the 

L2 immersed bilinguals. Similar results for lexical access were found by Beatty-Martínez et al. 

(2020) when they compared Spanish-English bilinguals living in an L1 environment in Spain, 

and an L2 environment, in the United States. They also found no significant difference in the 

naming latencies during an L1 picture naming task. However, the tested groups differed in the 

use of cognitive control tested by the AX-CPT (Braver et al., 2001; Ophir et al., 2009). During 

this cognitive task, participants need to press a button for specific cue-stimuli combinations. 

By calculating whether participants are more inaccurate on wrong cue or stimuli trials, it 

becomes possible to determine if they rely more on proactive control (cue monitoring) or 
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reactive control (response inhibition for wrong stimuli trials). Beatty-Martínez et al. (2020) 

found that L2 immersed bilinguals use more proactive control during the AX-CPT task than L1 

immersed bilinguals. Given the absence of lexical access difference between L1 and L2 

immersion in the presented studies, it is not clear how exactly lexical L1 access is affected by 

the language environment. How does L1 access change after long-term L2 immersion and 

short-term L1 reimmersion? 

1.3 Underlying mechanisms of L1 and L2 immersion 

Language regulation describes a language context in which L1 and L2 are intermixed to 

varying degrees so that bilingual speakers must carefully control their language system. 

Because languages cannot easily be separated by the environment, like in the language 

competition context, bilinguals must rely more closely on language control. Especially 

proactive control processes are used by bilingual speakers during L2 immersion, as shown by  

Zhang, Kang, Wu, Ma, and Guo (2015). They tested the short-term effects of language 

switching training on non-linguistic cognitive control with forty-eight Chinese-English 

bilinguals. Half of the participants were part of the experimental group and completed 

language training in the form of a language switching task over ten days. The AX-CPT task 

was applied at the beginning and end of the ten days for all participants to assess proactive 

and reactive control use. The authors found that the experimental group improved their 

performance in the AX-CPT task after language training and shifted to greater use of proactive 

control after language training. The control group, on the other, showed no signs of changing 

to either more proactive or reactive control. In a later continuation of this study, Zhang, Diaz, 

Guo, and Kroll (2021) compared this data to results obtained from a matched bilingual group 

living in an L2 dominant environment. Surprisingly they found no effect of language switching 

training for the L2 immersed group. In fact, the L2 immersed group showed increased use of 

proactive cognitive control during the experiment's first session compared to the control group. 

The authors concluded from these two studies that L2 immersion must encourage the use of 
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proactive cognitive control, similar to language switching training. Therefore, it seems 

reasonable to assume that L2 immersed bilinguals rely heavier on proactive cognitive control 

compared to L1 immersed bilinguals due to the constant management of L2 interference for 

maintaining stable L1 accessibility. In summary, Zhang et al. (2021) demonstrated that L2 

immersed bilinguals use different forms of control to meet the demands of their respective 

language environment. 

However, even with a better understanding of how cognitive control might be guided by the 

environment, the exact relationship between the language environment and word production 

itself is still not fully understood (Section 1.2). Behavioral measures often simply form the sum 

of all underlying processes and require careful experimental designs in order to learn about 

cognitive subcomponents. On the other hand, electrophysiological data in the form of event-

related potentials (ERP) can provide detailed insight into the precise timing of word production. 

Two ERPs established in previous literature that can inform us about lexical selection during 

word production (Indefrey & Levelt, 2004) are the P2 and N300 components. The naming P2 

has been related to lexical access, with higher amplitudes reflecting greater retrieval difficulty 

(Strijkers et al., 2010, 2011, 2013). For instance, low-frequency words, which take longer to 

retrieve than high-frequency words, are related to higher amplitudes of the P2 component 

(Strijkers et al., 2010). In the same line, Strijkers et al. (2013) found an effect of language on 

the P2 amplitude. They tested 40 Spanish-Catalan speakers who named pictures with low- 

and high-frequency names. Half of the participants first named one block in L1, followed by 

naming in L2, while the other half named the blocks in the reverse order. The authors found a 

more positive P2 amplitude for L2 naming than L1 naming, but only for those participants who 

first named in L1. They argued that the more positive P2 amplitude during L2 naming after L1 

naming resulted from additional language control mechanisms applied on the lexical level of 

speech production (Indefrey & Levelt, 2004). Because the language representation of L2 is 

weaker than L1, the use of L2 after previous L1 activation requires increased language control 
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to resolve interference between the two languages. Branzi, Martin, Abutalebi, and Costa 

(2014) also associated language control applied to lexical L1 access with the P2 component. 

They reported that an increased frontal P2 accompanied recent L1 naming after L2 use 

compared to L1 naming after L1 use. The authors argued that the component was related to 

control processes caused by the prior use of L2. Finally, another component that was related 

to the ease of lexical access is the N300 component. It had previously been related to the 

integration of picture recognition with the name retrieval process (Wodniecka, Szewczyk, et 

al., 2020). In particular, the study revealed higher N300 amplitudes for naming in L1 after a 

block of naming in L2, which included longer naming latencies compared with naming in L1 

after a block of naming in L1. The higher N300 amplitudes reflected difficulties in lexical access 

evoked during the previous L2 use. Together these components can give insight into the 

lexical selection process during word production and how it differs between bilingual speakers 

from the language regulation context or the language competition context. 

1.4 Opportunistic language switching 

Using two languages does not always have to result in interference between them. Following 

previous studies, Beatty-Martínez and Titone (2021) suggested that L1 and L2 can interact 

opportunistically without the need for additional language control processes. Within these 

cooperative contexts, bilinguals are able to opportunistically use the lexical availability of 

words within their language system and use whichever language comes first to mind, thereby 

increasing their word production speed. Studies on voluntary language switching found that 

when bilinguals switched from cued language switching to voluntary language switching, they 

could improve their language performance with faster naming latencies by freely switching 

between their languages based on internal bottom-up processes such as lexical accessibility. 

When bilinguals are able to use each language depending on the availability of a given word 

in L1 or L2, they could reduce their switch costs and decrease naming latencies overall with, 

in some cases, even greater speed than monolingual speakers (de Bruin et al., 2018; Gollan 
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et al., 2014; Jevtović et al., 2020; Kleinman & Gollan, 2016). For instance, Kleinman and 

Gollan (2016) investigated which types of language switches are more effortful for bilingual 

speakers. They compared bilingual participants in a cued language switching block, two single 

language blocks for L1 and L2, and a bottom-up block, during which they were asked to use 

the same language for the same picture throughout the task but could decide the language 

when they first encountered the picture. They found that bilinguals were generally faster in the 

bottom-up task than the cued language switching task with no significant switch costs. 

Participants were even as fast as the single language block in the second half of the bottom-

up task. The authors found that the participants showed almost no signs of difficulty in 

language switching because they were able to choose their preferred language for a given 

stimulus. Because the participants were able to choose their language for a given stimulus 

based on initial lexical availability, Kleinman & Gollan, 2016 argued that the choice of language 

for a given stimulus was already determined due to the stimulus's initial lexical availability and 

language control only needed to reinforce this selection process. Because language control 

and lexical availability aligned with each, the language switching required fewer cognitive 

resources. This example of cooperative language use based on lexical availability 

demonstrates that bilinguals can benefit from using two languages interchangeably within the 

same language context. 

Nevertheless, it is unclear how the cooperative use of two languages affects specific language 

control and domain-general cognitive processes. One of the most prominent predictions 

comes from the adaptive control hypothesis (ACH), which emphasizes that language control 

processes adapt to the unique demands of each context and how each might impose different 

demands on different cognitive processes. One of their proposed contexts of language use is 

the dense code-switching context in which bilinguals routinely switch languages within a single 

utterance. This behavior is generally prevalent in environments dominated by bilingual 

speakers fluent in both their first and second language, allowing for language switches without 
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deference to the language knowledge of the conversational partner. Specifically, the dense 

code-switching context encourages opportunistic planning of language use but does not 

increase the use of other cognitive processes, such as response inhibition or task 

disengagement (D. W. Green & Abutalebi, 2013). Similarly, Blanco-Elorrieta and Pylkkänen 

(2018) argued that not all forms of language use, specifically language switching, require 

increased involvement of cognitive processes. They proposed that only language contexts 

that externally impose language switching require the activation of cognitive processes to a 

relevant degree. We followed this idea in a previous study (Kałamała, Walther, et al., 2021). 

We developed an experimental design to artificially simulate the ACH's single and dual 

language contexts in an ecologically valid setting. Instead of cued language switching, we 

investigated naturally occurring language switches within free speech, encouraged by 

switching the conversational partner. We found that using L2 in both the single and the dual 

language context activates neural mechanisms related to response inhibition. In summary, 

Green and Abutalebi (2013) and Blanco-Elorrieta and Pylkkänen (2018) concluded that 

external constraints on language choice from the environment are major contributors to the 

need for language control. Bilinguals from environments with external restrictions on language 

use would be more likely to engage control processes to a larger degree than bilinguals from 

environments with cooperative language use.  



24 
 
 

2 Overview of the research program 

The presented dissertation explores exemplary differences between language environments 

and how they affect bilingual speakers while focusing on Polish-English bilinguals and 

investigating both behavioral and electrophysiological measures during picture naming in L1 

and L2.  

I completed two experimental studies followed by three separate analyses designed to assess 

different types of language interactions and their consequences. Investigation 1 focused on 

behavioral changes to the language system due to short-term changes in the language 

environment in bilinguals that travel from a language regulation context to a language 

competition context. Investigation 2 assessed electrophysiological markers of changes in 

lexical L1 access assessed earlier in Investigation 1. Finally, Investigation 3 simulated 

changes in language environment in the laboratory settings by artificially exposing bilinguals 

to either a competitive or cooperative language context and assessing the impact of these 

contexts on participants' domain-general cognitive control. 

Together, the three investigations provide data regarding the real-life impact of L2 immersion, 

as well as artificial environmental changes, informing us how bilinguals can vary in their 

language experience and how the language system can readily adapt to any given 

environment. Furthermore, this dissertation's experiments can help to expand our 

understanding of the relationship between languages and cognitive processes. 
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2.1 Preview of Investigation 1 

Investigation 1 aimed to test if bilinguals living in an L1 environment differ in lexical L1 access 

from bilinguals living in an L2 environment and how changing the environment impacts lexical 

L1 access. In order to get a better understanding of these processes, it is necessary to remove 

some confounding factors affecting the previous studies. First, Yilmaz et al. (2012) compared 

monolinguals with bilinguals, intermixing the effects of bilingualism (knowing one or two 

languages) with the effects of the environment (L1 immersion against L2 immersion). 

Secondly, Baus et al. (2013) tested exchange students and L2 learners, while Yilmaz et al. 

(2012) and Beatty-Martínez et al. (2020) used long-term migrants. By combining a within-

group comparison of migrants and a between-group comparison of the migrant population and 

a control population, the experiment tried to improve on the previous studies and establish L1 

availability in the regulatory context (L2 immersion) and competitive context (L1 immersion). 

As L2 immersion requires extensive language control, we expected to observe greater 

difficulties in L1 availability compared to L1 immersion. Moving from L2 immersion to L1 

immersion, on the other hand, should reduce language control and improve language 

availability in L1. 

Sixty-four participants were tested, all Polish-English speakers with high L2 proficiency. Half 

of the participants were part of the control group and living in their L1 environment of Poland, 

while the other half consisted of long-term migrants residing in the L2 environment of the 

United Kingdom. All participants were tested twice: the migrant group was tested once 

immersed in the L2 environment and once after short-term reimmersion to the L1 environment 

of Poland. The control group was tested twice in the same L1 environment. Each group 

completed a picture-naming task in L1 with the naming latencies recorded as the experimental 

measure.  

In contrast to our initial prediction, we found no significant difference between L2 immersed 

participants, and L1 immersed participants. Therefore, as we could not sufficiently establish 
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greater difficulties for lexical L1 access during L2 immersion compared to L1 immersion, our 

results align with Yilmaz et al. (2012) and Beatty-Martínez et al. (2020). Still, our second 

prediction was confirmed as we found faster naming latencies for high-frequency words after 

L1 reimmersion within the migrant group, similar to Linck et al. (2009). Together these results 

indicate that the language system is able to compensate for long-term L2 immersion and still 

maintain lexical L1 access but can also quickly adapt when moving from the regulatory context 

to the competitive context. During this adaptation, high-frequency words are seemingly the 

first to benefit from this change, demonstrating the receptiveness of the language system 

toward environmental influences. 

 

Reference: Casado, A., Walther, J., Wolna, A., Szewczyk, J., Sorace, A., & Wodniecka, Z. 

(2023). Advantages of visiting your home country: How brief reimmersion in their native 

country impacts migrants' native language access. Bilingualism: Language and Cognition, 1-

12. doi:10.1017/S136672892300024X 
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2.2 Preview of Investigation 2 

Investigation 2 explored neural markers of lexical access and language control under two 

different language environments – L2 immersion and L1 reimmersion. For this purpose, we 

performed analyses of electrophysiological recordings collected within the same study as 

Investigation 1. Instead of behavioral data, we focused on ERPs like the P2 (Strijkers et al., 

2013) and N300 (Wodniecka, Szewczyk, et al., 2020) components that were previously 

associated with language availability. Previous studies using P2 (Branzi et al., 2014; Strijkers 

et al., 2013) focused only on short-term changes in the language context during a laboratory 

setting in the form of picture naming blocks, and it is not clear how they can be generalized to 

long-term immersion in a foreign language context. To explore whether bilinguals from an L2 

immersion environment (language regulation) have greater difficulties accessing L1 than 

bilinguals from an L1 immersion environment (language competition), we focused on the 

analysis of the electrophysiological data of Polish-English long-term migrants living in an L2 

environment before and after their return to an L1 environment. As we used established 

markers of the difficulty in accessing L1 words, the P2 (Strijkers et al., 2010, 2011, 2013) and 

N300 (Wodniecka, Szewczyk et al., 2020) components, we expected higher amplitudes for 

both components during L2 immersion in the migrant group compared to the L1 immersed 

control group. On the other hand, after L1 reimmersion, the migrants should show 

electrophysiological markers similar to the control group. 

In total, data from 74 participants were analyzed for Investigation 2, all Polish-English 

speakers with high L2 proficiency. Thirty-seven of the participants were living in their L1 

environment of Poland, while 37 were long-term migrants residing in the L2 environment of 

the United Kingdom. Identical to Investigation 1, the migrant group was tested during L2 

immersion and after L1 reimmersion while also comparing their data to two sessions of the 

control group during L1 immersion.  
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We found an increased P2 amplitude in the migrant group during L2 immersion compared to 

the amplitude after L1 reimmersion but no overall group difference between migrants and 

controls. However, the N300 component was not responsive. Interestingly the observed P2 

component differed in distribution from the one described in Strijkers et al. (2013) and also 

showed no sensitivity toward lexical frequency. We therefore argued, similar to Branzi et al. 

(2014), that the component could represent additional proactive language control applied 

during the lexical selection process for word production during L2 immersion. Previous studies 

(Beatty-Martínez et al., 2020; Zhang et al., 2021) already suggested that bilinguals living within 

a language regulatory context, L2 immersion, tend to use more proactive language control 

strategies in order to manage interference in their daily language use. Consequently, our 

results support the notion of the language system adapting to a given language environment 

by applying different cognitive strategies. Specifically, by using proactive language control, it 

is able to maintain lexical L1 access. 
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2.3 Preview of Investigation 3 

During Investigation 3, we tested how cooperative and competitive use of language switching 

impacts non-linguistic cognitive processes. To answer which cognitive abilities are affected, 

we made use of the transfer of efficiency in shared cognitive mechanisms from language-

switching training to non-linguistic cognitive tasks studies (Kałamała et al., 2021; Timmer et 

al., 2019; Zhang et al., 2015). The transfer of language control to domain-general cognitive 

control allows the selection of specific cognitive abilities and the testing of how different 

language environments impact their usage. We used voluntary and forced language switching 

to simulate cooperative and competitive language contexts in an experimental setting. Given 

that the competitive context is assumed to rely heavier on short-term language control than 

the cooperative context to correctly switch between languages (Blanco-Elorrieta & Pylkkänen, 

2018; D. W. Green & Abutalebi, 2013), we hypothesized that the forced language switching 

group would show smaller switch cost/s in task switching after training compared to the 

voluntary language switching group. We expected no group difference in mixing costs, as both 

groups should be exposed to a similar degree to L1 and L2 use and consequently need similar 

global language control. Relevant event-related components will be selected for exploratory 

analysis. 

In the final analysis, the data of 85 participants were included. They were split into two closely 

matched groups that completed two types of language-switching training. One group used 

external cues to indicate language switches, while the other could switch between languages 

voluntarily. By comparing the group's performance in a non-linguistic task-switching task 

before and after training, it was possible to assess the different impacts of competitive and 

cooperative language use on domain-general cognitive processes. We analyzed both the 

behavioral data in the form of naming latencies and the electrophysiological data as the 

established P3 component (Barcelo et al., 2006; Timmer et al., 2017). 
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The behavioral and ERP data aligned, as we found no change in switch costs but a reduction 

in mixing costs for the forced language switching group in the second session for both 

measures. In contrast to our predictions, these results demonstrate that external constraints 

on language use (i.e., cues during language switching) encourage greater use of cognitive 

global long-term mechanisms instead of transient short-term mechanisms. By trying to use 

both L1 and L2 in a language competition context with heavy demands on the correct language 

use, the forced language switching group was forced better to manage their language system 

on a global scale, not just on a trial-to-trial basis. The voluntary language switching group, in 

a language cooperation context, on the other hand, could rely on more bottom-up processes, 

such as lexical frequency, to guide their language. By following language availability, the 

participants were able to rely less on language control.  
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3.1 Abstract 

The study explores how native language (L1) lexical access is affected by immersion in a 

second-language (L2) environment, and by short-term reimmersion in the L1 environment. We 

compared the L1 picture-naming performance of Polish-English bilinguals living in the UK 

(migrants) against that of bilinguals living in Poland (controls). Each group was tested twice: 

the migrants while in the UK (L2 immersion) and after visiting Poland (L1 reimmersion); the 

controls twice in their L1 environment. Contrary to our expectations, there was no main effect 

of group, thus suggesting that L2 immersion per se does not impact L1 lexical access. 

Nevertheless, migrants benefitted from L1 reimmersion by showing faster naming latencies 

for high-frequency words after a short visit to their home country, probably due to more 

opportunities to encounter these words. Overall, the study shows that the cognitive system is 

sensitive to the language environment by quickly adapting the activation level of lexical items. 

 

Keywords: Bilingualism; L1 lexical access; L2 immersion; L1 reimmersion.  
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3.2 Introduction 

When people leave their home country to live in another country, they are often required to 

use the second language (L2) intensively on a daily basis because most of the surrounding 

information, especially outside home, is presented in L2. This surrounding L2 experience is 

characterized by intensive use of L2 and is referred to as immersion in the L2 environment. 

This immersion, while being beneficial for speakers’ L2, often results in them experiencing 

difficulty in using their native language (L1).  

Previous research found that L2-immersed speakers show greater difficulties than L1-

immersed speakers in producing words in L1 (picture naming: (Ammerlaan, 1996; Hulsen, 

2000); verbal fluency: (Schmid & Jarvis, 2014; Schmid & Keijzer, 2009; Yagmur et al., 1999)). 

It was also shown that the spontaneous speech of L2-immersed speakers during L1 use is 

characterized by reduced vocabulary diversity (Schmid & Jarvis, 2014; Stolberg & Münch, 

2010; Yilmaz & Schmid, 2012), and they frequently experience ‘tip of the tongue’ states (Ecke 

& Hall, 2013). Effects of immersion in L2 have also been observed in the processing of 

interface structures in L1, i.e., utterances whose meaning is determined by the combination of 

syntax and pragmatics, such as anaphoric pronouns (Chamorro et al., 2016; Gargiulo & van 

de Weijer, 2020; Tsimpli et al., 2004). The difficulty in using L1 (or, more generally, changes 

in processing of L1 that are experienced by speakers immersed in L2) result from an overall 

decrease in L1 accessibility and is known as “first-language attrition” (Köpke & Schmid, 2004). 

This increased difficulty in accessing or using the native language may have different origins. 

Some accounts have suggested that this difficulty is due to cognitive changes caused by 

handling two languages at the same time (Chamorro & Sorace, 2019; Sorace, 2016); others 

have suggested that it comes from the L1 regulation that is necessary when using L2, and/or 

from interference from L2 when using L1. This interference is a consequence of both of a 

bilingual speaker’s languages being constantly co-activated (Thierry & Wu, 2007). To avoid 

interference from the unintended language, a control mechanism is needed to regulate the 
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activation of both languages and allow the selection of the intended language. One possible 

control mechanism is inhibition of the unintended language (D. W. Green, 1998, p. 98); 

another is an activation increase for the intended language (Costa et al., 1999; Finkbeiner et 

al., 2006). The constant need to deal with interference from the unintended language reduces 

the efficiency of information integration and updating (Chamorro & Sorace, 2019; Sorace, 

2016). Additionally, more passive mechanisms have also been proposed in which language 

selection is a function of the relative activation level of each language, which in turn depends 

on a number of factors, such as lexical frequency (Gollan et al., 2008), communicative context, 

the recency of language use, and the conceptual message (Blanco-Elorrieta & Caramazza, 

2021).  

Here, we will focus on one domain in which L2-immersed speakers may experience difficulties 

when using L1: accessing single words during picture naming. The aim of the current study is 

twofold: first, to explore the effect of long-term L2 immersion on L1 access during picture 

naming; second, to explore whether the consequences of L2 immersion for L1 lexical access 

can be reversed after short-term re-exposure to the L1 environment. In the following sections, 

we will review previous literature that has explored both these issues.  

3.2.1 Evidence for reduced L1 access in speakers immersed in the L2 
environment 

Previous studies took three different approaches to studying L1 lexical access in bilinguals 

immersed in the L2 environment: 1. between-group comparison (bilinguals immersed in L2 

environment vs. monolinguals in L1 environment); 2. between-group comparison (bilinguals 

immersed in L2 environment vs. bilinguals in L1 environment); 3. within-group comparison 

(pre-L1 reimmersion vs. post-L1 reimmersion). 
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3.2.1.1 Between-group comparison: bilinguals immersed in L2 environment 
vs. monolinguals in L1 environment 

The phenomenon of reduced native language access in speakers immersed in an L2 

environment has typically been explored by comparing groups of bilinguals living in an L2 

environment for a relatively long time (typically migrants) against groups of monolingual 

speakers living in an L1 environment (Chamorro et al., 2016; Schmid & Jarvis, 2014; Sorace 

& Filiaci, 2006; Yagmur et al., 1999; Yilmaz & Schmid, 2012). In particular, these studies 

focused on some aspects of sentence processing in L1, such as anaphora resolution, lexical 

L1 diversity in free speech, and lexical access during L1 verbal fluency tasks. The results 

revealed that, compared to monolinguals, bilinguals immersed in an L2 environment had a 

weaker tendency to resolve anaphoric references by following the typical L1 pattern; also, their 

speech had lower L1 vocabulary diversity, and their semantic fluency was reduced. Still, it 

seems that access to the native language is not permanently lost and can be regained with 

L1 re-exposure.  

Yilmaz and Schmid (2012) compared language accessibility in Turkish-Dutch bilinguals 

immersed in an L2 environment (the Netherlands) against that of monolingual Turkish 

speakers living in the L1 environment (Turkey). Two tasks were used: an experimentally 

controlled picture-naming task and a free speech task in which participants freely conversed 

about everyday topics. The results showed similar naming latencies for both groups during 

the picture-naming task, but worse performance of bilinguals in spontaneous language 

production (less fluent speech; in particular, reduced use of low-frequency vocabulary). The 

authors interpreted this finding as indicating that when L2-immersed bilinguals are required to 

retrieve individual words and are able to focus their attention only on this retrieval, then their 

performance is indistinguishable from L1-immersed monolinguals. However, in spontaneous 

speech, differences were observed between the two groups, possibly due to the constrained 
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L1 use (limited to a reduced social sphere, which decreases the use of low-frequency words) 

and interference from L2. 

All in all, it seems that bilinguals immersed in an L2 environment experience reduced 

availability of low-frequency vocabulary in L1 compared with monolinguals in an L1 

environment. However, contrasting these two groups of participants has some disadvantages. 

For instance, it is hard to distinguish between the role of knowing a second language (bilingual 

vs. monolingual) and the role of the linguistic environment, namely the consequences of being 

immersed in an L2 environment (L1 environment vs. L2 environment). This problem has been 

addressed by other studies directly comparing bilinguals immersed in an L2 environment 

against bilinguals in an L1 environment.  

3.2.1.2 Between-group comparison: bilinguals immersed in an L2 environment 
vs. bilinguals in an L1 environment.  

An alternative approach to exploring the impact of being immersed in an L2 environment 

involves comparing two groups of bilinguals with similar L2 proficiency but living in L1 or L2 

environments. Thanks to this, we are better able to control the impact of confounding variables 

such as knowledge of another language and linguistic environment. This approach was used 

by (Linck et al., 2009), who compared two groups of English learners of Spanish: classroom 

students living in the USA who participated in a Spanish language course, and exchange 

students living for three months in Spain. The results showed that in a semantic verbal fluency 

task during their study-abroad experience, the exchange students produced fewer words in 

L1 than the classroom students. The authors interpreted these results as indicating difficulty 

with L1 lexical access resulting from immersion in the L2 environment. Another recent study 

comparing two groups of bilinguals is the one by (Botezatu et al., 2020), who compared two 

groups of bilinguals: native speakers of English learning Spanish or French in the US (L1 

environment), and native speakers of English learning Chinese in China (L2 environment). 

Among other tasks, both groups of participants completed a picture-naming task in L1. During 
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the task, the lexical frequency of the words referring to the named pictures decreased with 

each trial. The results showed that bilinguals immersed in the L2 environment were slower 

and produced more errors than bilinguals living in the L1 environment, especially for pictures 

corresponding to low-frequency words. Interestingly, most of the incorrect answers produced 

by the bilinguals immersed in the L2 environment were high-frequency substitutions for the 

correct low-frequency names (i.e., using the name ‘broom’ in response to ‘rake’). This last 

finding suggests that bilinguals immersed in an L2 environment had difficulties in accessing 

the correct lexical items and instead opted to use a more readily available word, albeit an 

incorrect one. In sum, the results of the comparison between bilinguals immersed in the L1 

and L2 environments suggest that immersion in an L2 environment indeed hinders lexical 

retrieval in L1, and this effect might be stronger for low-frequency words. 

3.2.1.3 Within-group comparison: pre-L2 immersion vs. post-L2 immersion. 

Yet another approach to measuring L1 difficulties during L2 immersion is testing participants 

who are living in their L1 environment after being immersed in an L2 environment (e.g., 

spending a semester abroad). In this case, the same population is tested more than once, and 

factors related to individual differences due to motivation and socio-economic status or cultural 

heritage are controlled for. (Baus et al., 2013) tested bilinguals at two different stages: when 

they first arrived in an L2 environment, and after a few months of being immersed in this L2 

environment. They asked German learners of Spanish to name pictures in their L1 at the 

beginning and end of a semester in Spain. Participants were slower to name pictures as a 

result of being immersed in the L2 environment. Interestingly, this slower L1 naming was more 

prominent for pictures with low-frequency names. The authors argued that the bilinguals 

reduced their use of L1 and, in particular, they used fewer low-frequency words during 

immersion in the L2 environment. That is, L2 immersion affects low-frequency words more 

than high-frequency words due to reduced L1 use during immersion in the L2 environment. 
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3.2.1.4  Summary 

Overall, studies investigating the impact of L2 immersion on L1 availability are still scarce, but 

the available evidence seems to suggest that accessing and producing words in L1 becomes 

more challenging during immersion in an L2 environment (for contradictory results, see 

(Yilmaz & Schmid, 2012), who only found differences between bilinguals immersed long-term 

in an L2 environment and monolinguals in a free speech task and not in a controlled picture-

naming experiment). Importantly, this difficulty in L1 access seems to be more pronounced for 

words with lower lexical frequency than those with higher lexical frequency. In the following 

subsection, we will review studies exploring whether the difficulties in accessing L1 could be 

reversed after reimmersion in the L1 environment. 

3.2.2 Evidence for increased L1 access in speakers immersed in an L2 
environment after reimmersion in an L1 environment 

Linck et al. (2009) published the first study that explored whether L1 difficulties due to 

immersion in an L2 environment can be reversed after reimmersion in an L1 environment. 

Previously, we discussed this study in the context of comparing bilinguals immersed in an L2 

environment against bilinguals in an L1 environment (see section 3.2.1.2. “Between-group 

comparison: bilinguals immersed in L2 environment vs. bilinguals in L1 environment”). 

However, these authors also tested a sub-group of bilinguals immersed in an L2 environment 

again after reimmersion in their L1 environment, which made it possible to test whether the 

effects of immersion are reversible. In particular, they re-tested some English-Spanish 

exchange students six months later, after they had come back to the USA, that is, after being 

fully reimmersed in their native language environment. The results suggested that 

reimmersion improved their verbal fluency in L1. The authors concluded that the difficulties 

experienced during immersion in the L2 environment can be overcome by returning to the 

native language environment. Altogether, the results of this study demonstrate that L1 lexical 

access becomes more difficult over the course of L2 immersion, and a short reimmersion in 

the L1 environment is enough to overcome the difficulties. 
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Chamorro et al. (2016) also studied the effects of reimmersion, but they specifically focused 

on sentential aspects of L1 processing rather than lexical access. They designed a cross-

sectional study with three groups of adult participants: 1) Spanish monolinguals living in their 

L1 environment; 2) Spanish-English bilinguals living in an L2 environment for five or more 

years (long-term migrants); and 3) Spanish-English bilinguals who had lived in an L2 

environment for five or more years and were then re-exposed for one week or more to L1 

before the experiment. All the participants completed a reading task with eye-tracking in which 

they were asked to read and judge the naturalness of sentences in order to explore their 

sensitivity to pronoun mismatches. The results showed that while the groups that were recently 

in contact with the L1 environment had no trouble detecting pragmatically inappropriate 

sentence structures, the bilinguals immersed in an L2 environment by the time of testing could 

not successfully identify inconsistencies, measured as gaze fixations. The lack of significant 

differences between the performance of the monolingual group living in the L1 environment 

and the bilingual group living in the L2 environment who were recently reimmersed in their L1 

environment suggests that recent reimmersion in the L1 environment improved their detection 

of pragmatically inappropriate sentence structures in comparison with the group of bilinguals 

living in an L2 environment. The effects of reimmersion in the L1 environment on pronoun 

resolution have also been addressed in a study by Gargiulo and van de Weijer (2020). They 

compared groups of bilingual speakers before and after reimmersion in L1, and monolinguals 

living in the L1 environment. A self-paced comprehension task revealed that, compared to the 

L1-immersed speakers, L2-immersed bilinguals had changed their preference for 

interpretation of null pronouns. Interestingly, short-term reimmersion in the L1 environment 

reversed the changes observed in bilingual speakers. However, this effect might have been 

task-driven as both groups, bilingual and monolingual, performed faster in the second session 

compared to the first session. This suggests that the improvement in the bilingual group’s 

performance was likely due, at least in part, to training or task learning, instead of fully due to 

the changes in the language environment. All in all, the results of both these studies indicate 
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that difficulties in L1 use caused by long-term immersion in an L2 environment can be 

overcome. As Gargiulo and van de Weijer conclude, immersion effects seem to affect 

language processing rather than representations, and reimmersion effects prove that the 

language system is flexible and easily adaptable to the requirements of the environment.  

The most recent study testing bilinguals who visited their native country (L1 environment) while 

living in an L2 environment is a case study by (Köpke & Genevska-Hanke, 2018), who studied 

the spontaneous speech of a Bulgarian-German bilingual speaker in four sessions over the 

course of five years. Similarly to Chamorro and colleagues (2016), they focused on the use of 

pronouns during language production. The first and third sessions took place while the 

participant was immersed in the L2 environment. The second and fourth sessions were 

recorded in the L1 environment, where the participant had spent two weeks prior to testing. 

The results showed that the participant overused pronouns in L1 during immersion in the L2 

environment, thus replicating the pattern of pronoun use that is typical of German, which is 

the participant’s L2. However, a short reimmersion in the L1 environment was sufficient to 

return to a level of pronoun use similar to native monolingual speakers of Bulgarian. In the 

same vein as Chamorro et al. (2016), the authors concluded that the differences in processing 

anaphoric pronouns due to immersion in an L2 environment were temporary. In summary, 

these studies suggest that L1 re-exposure removes the constraints placed on the L1 language 

system during L2 immersion. 

Overall, the available evidence (Chamorro et al., 2016; Köpke & Genevska-Hanke, 2018; 

Linck et al., 2009) seems to indicate that the L1 difficulties caused by immersion in an L2 

environment can be reversed after reimmersion in the L1 environment. Still, only one of these 

studies (Linck et al., 2009) focused on single-word retrieval. Furthermore, it is important to 

note that the studies that revealed difficulty in accessing L1 words due to immersion in an L2 

environment tested individuals who were L2 learners rather than highly experienced L2 users 

(Baus et al., 2013; Botezatu et al., 2020; Linck et al., 2009). In contrast, two out of three studies 
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that found that L1 difficulty can be reversed after L1 reimmersion tested individuals that were 

long-term migrants (Chamorro et al., 2016; Köpke & Genevska-Hanke, 2018). The differences 

between these participant groups seem crucial because some of the observed effects on L1 

could be related to the process of L2 learning (hence adapting their language system to using 

the two languages optimally) rather than language immersion per se.  

In contrast to L2 learners, long-term L2-immersed migrant bilinguals typically use L2 rather 

intensively and hence have high L2 accessibility, even if they do not achieve a high level of 

L2 proficiency in terms of sophisticated and rich language skills in various domains. Hence, 

long-term migrants may experience difficulties in L1 access caused by cross-language 

interference from L2 to L1 (Hopp & Schmid, 2013) rather than due to changes to their language 

system that are related to the mere process of learning L2 (see (Bice & Kroll, 2015). 

Altogether, the results from studies testing long-term migrants immersed in an L2 environment 

before and after reimmersion in L1 (Chamorro et al., 2016; Köpke & Genevska-Hanke, 2018) 

seem to align with the results of studies testing L2 learners living in their native environment 

before and after immersion in an L2 environment (i.e., spending a semester abroad, Baus et 

al., 2013; Linck et al., 2009). These studies suggest that immersion in an L2 environment 

interferes with L1 availability (for contradictory results see Yilmaz & Schmid, 2012), but such 

effects can be reversed once the bilingual comes back to their L1 environment. However, no 

study has yet tested whether bilinguals immersed in an L2 environment for a longer period of 

time (i.e., migrants) have difficulties accessing L1 compared to bilinguals in the L1 

environment, and, if so, whether these difficulties could be overcome. Studying L1 lexical 

access in long-term migrants should give us insights into how the L2-immersed language 

system reacts to changes in the language environment. 



42 
 
 

3.2.2.1 Summary 

All in all, from previous literature we know that L2 immersion seems to decrease the ability to 

access L1. However, it is not fully clear whether long-term migrants experience difficulties in 

L1 lexical access in comparison with bilinguals with similar L2 proficiency living in the L1 

environment. Moreover, previous studies have shown that the negative impact of L2 

immersion can be reversed after a short-term reimmersion in the L1 environment. Still, to date 

there are no studies exploring the effect of L1 reimmersion in the lexical access of long-term 

migrants. Therefore, the novelty of our study resides in comparing the L1 lexical access of 

long-term migrants during L2 immersion and after L1 reimmersion with that of a matched group 

of bilinguals living in the L1 environment. 

3.2.3 Current study 

The goal of the current study was twofold: 1) to explore whether long-term migrants (i.e., 

bilinguals immersed in an L2 environment) experience difficulties in L1 lexical access 

compared with bilinguals remaining in their L1 environment; 2) to test if L1 access in migrant 

bilinguals is improved after reimmersion in the L1 environment. For these purposes, two 

groups of Polish-English adult bilinguals were tested. We recruited a group of Polish migrants 

who had lived in the UK (L2 environment) for at least two years and a control group consisting 

of Polish-English bilinguals living in Poland (L1 environment). Each group was tested twice 

with an approximate between-session interval of 102 days (SD = 56). The migrant group was 

tested once during immersion in the L2 environment, and once after a short reimmersion in 

the L1 environment. The control group was also tested twice, with a similar interval between 

the tests, but both times this was in the L1 environment. This approach allowed us to compare 

the effects of immersion in an L2 environment (Botezatu et al., 2020; Chamorro et al., 2016; 

Yilmaz & Schmid, 2012) and assess whether short-term reimmersion in the native language 

environment can reverse the effects of L1 difficulty that – based on previous studies 

(Chamorro et al., 2016; Köpke & Genevska-Hanke, 2018) – should be observed due to long-
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term migration or long-term residence in the L2 environment. Thanks to the comparison 

between two bilingual groups of similar L2 proficiency, we should be able to disentangle the 

effect of L2 immersion from the effect of bilingualism per se (i.e., knowing two languages).  

We counterbalanced the order of sessions between the participants: approximately half of the 

migrant group were first tested while immersed in the L2 environment and then again after a 

recent reimmersion in their L1 environment; the other half were first tested after a recent 

reimmersion in their L1 environment and then again when they were immersed in the L2 

environment (i.e., at least 30 days after returning from Poland to the UK). Therefore, we could 

account for the possible confounds of the order of sessions and task training (Gargiulo & van 

de Weijer, 2020) by counterbalancing the order of experimental sessions.  

Participants performed a battery of language-related and cognitive tasks which tested the 

consequences of immersion and reimmersion in many domains. In this paper we focus on one 

aspect of language processing, i.e., lexical access. The ease of lexical access was measured 

using a blocked picture-naming task. Target words corresponding to the pictures varied in 

lexical frequency, which allowed us to explore possible interactions between the L1 vs. L2 

environments and lexical frequency. Previous research has shown not only that high-

frequency words are accessed more easily than low-frequency words (Alario et al., 2004; E. 

Bates et al., 2003; Cuetos et al., 1999), but also that the lexical frequency of words modulates 

the effects of the environment. More specifically, in the L2 environment, low-frequency L1 

words were particularly harder to access (Baus et al., 2013; Botezatu et al., 2020). 

3.2.4 Hypotheses 

We hypothesized that migrant bilinguals immersed in an L2 environment would find it more 

difficult to access names in L1 compared with the control bilinguals (bilinguals remaining in 

their L1 environment): the migrant bilinguals would be slower to name pictures in L1 than the 

control bilinguals. Also, we hypothesized that migrant bilinguals would find it easier to access 

L1 after a recent reimmersion in their native language environment, compared to while 



44 
 
 

immersed in their L2 environment. This benefit should be observed as faster picture-naming 

latencies in L1 immediately after L1 reimmersion. Importantly, in the control bilinguals, we did 

not expect any changes in the L1 naming latencies between testing sessions.  

Furthermore, we expected that the language environment would interact with frequency of 

words to be retrieved during picture naming. In terms of frequency, following Baus et al. (2013) 

and Botezatu et al. (2020), we expected that low-frequency L1 words would be harder to 

access in the L2 environment than in the L1 environment. In other words, the migrant bilinguals 

should be slower than the control bilinguals to name pictures that correspond to low-frequency 

words. Moreover, we expected that the migrant bilinguals would benefit from L1 immersion in 

such a way that low-frequency names would be easier to retrieve after L1 reimmersion.  
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3.3 Methods 

3.3.1 Participants 

Two groups of participants were recruited: a group of 55 Polish-English bilinguals living in the 

Edinburgh area, UK (migrant group), and a group of 56 Polish-English bilinguals living in 

Krakow, Poland (control group). All participants received monetary compensation for their time 

and effort. In addition, the participants in the UK were offered a Polish book as a gift. The 

study met the requirements and gained the approval of the Ethics Committee of Jagiellonian 

University Institute of Psychology concerning experimental studies with human subjects. 

All the participants had learned English as a second language and used it on a daily basis 

(see Table 1.1). We assessed their English proficiency with the General English Test (by 

Cambridge Assessment: https://www.cambridgeenglish.org/test-your-english/general-

english/) and an online version of the LexTALE task (Lemhöfer & Broersma, 2012) 

programmed in Inquisit (Inquisit 5 [Computer software], 2016). The selection criteria for 

participating in the study were self-reported upper-intermediate English proficiency (B2) or 

above; accuracy of 70% or more in the General English Test; and accuracy of 60% or more 

in the LexTALE test. See Table 1.1 for the language abilities of both groups. 

Table 1.1 

Demographic information and language experience of participants. 

  Migrant group (N = 
32) 

Control group (N = 
32) 

t-test 

N 32 (29 female) 32 (21 female)   

Age (years) 36.16 (6.45) 29.91 (7.48) t(62) = -3.58, p = 
<0.01*** 

SES 6.64 (1.54) 5.94 (1.63) t(62) = -1.79, p = 0.08 

Years of education 18.35 (2.58) 17.16 (2.11) t(62) = -2.02, p = 
0.05* 
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Length of residence in L2 
environment (years) 

9.66 (4.86) -   

Length of reimmersion in L1 
environment (days) 

13.37 (8.18) -   

Time delay between L1 
reimmersion and recording 
(days) 

3.06 (1.86) -   

Self-assessed language 
experience 

L1 L2 L1 L2 L1 L2 

Self-rated proficiency 9.82 
(0.47) 

7.86 
(0.93) 

9.69 
(0.70) 

7.20 
(1.18) 

t(62) = -
0.88, 

p = 0.38 

t(62) = -
2.47, 

p = 0.02* 

Speaking 9.64 
(0.79) 

7.68 
(1.25) 

9.53 
(1.08) 

6.63 
(1.36) 

t(62) = -
0.46, 

p = 0.65 

t(62) = -
3.22, 

p = 
<0.01** 

Writing 9.77 
(0.75) 

7.42 
(1.29) 

9.59 
(0.76) 

6.63 
(1.74) 

t(62) = -
0.92, 

p = 0.36 

t(62) = -
2.09, 

p = 0.04* 

Listening 9.94 
(0.25) 

7.91 
(0.86) 

9.84 
(0.51) 

7.59 
(1.10) 

t(62) = -
0.91, 

p = 0.37 

t(62) = -
1.27, 

p = 0.21 

Reading 9.93 
(0.25) 

8.42 
(0.98) 

9.78 
(0.79) 

7.97 
(1.33) 

t(62) = -
1.04, 

p = 0.30 

t(62) = -
1.54, 

p = 0.13 

Percentage of daily use 40.46 
(15.94) 

59.25 
(15.53) 

81.86 
(16.48) 

16.75 
(11.44) 

t(62) = 
10.21, 

p = 
<0.01*** 

t(62) = -
12.47, 

p = 
<0.01*** 

Age of acquisition (years) - 13.05 
(3.72) 

- 10.03 
(4.37) 

t(62) = -2.97, p = 
<0.01** 
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Language switching 4.82 (2.55) 4.19 (2.29) t(62) = -1.04, p = 0.31 

Objective L2 proficiency 
measures 

          

LexTALE (mean accuracy in %) - 77.82 
(13.24) 

- 73.72 
(10.12) 

t(62) = -1.39, p = 0.17 

Cambridge test (mean accuracy 
in %) 

- 89.88 
(9.48) 

- 85.00 
(7.47) 

t(62) = -2.28, p = 
0.03* 

Note. The first part of the table describes the demographic information of the final migrant group and 

the final control group. The rows display (1) number of participants and number of women in brackets, 

(2) age (in years), (3) socio-economic status on a 1 to 8 scale based on Adler, Epel, Castellazzo, and 

Ickovics (2000), (4) years of education (in years), (5) length of residence in an L2-environment (in 

years), (6) length of immersion the L1-environment and (7) time delay between the return from the L1-

environment and the experimental recording. The second part of the table summarizes the self-

assessed language experience based on a questionnaire. The self-rated proficiency is presented on a 

scale from 1 to 10, where 1 = "no knowledge of a given language" and 10 = "native-like proficiency". 

The daily use of each language is presented in percentages and the age of acquisition in years. Bilingual 

switching is presented on a scale from 1 to 10, where 1= "I never switch languages within sentences" 

and 10 = "I always switch languages within sentences". The objective L2 proficiency measures in 

English are presented in percentages. 

* p < 0.05, ** p < 0.01, *** p < 0.001 

For the migrant group, we recruited Polish native speakers who had lived in the UK for a 

minimum of two years. The migrant group was tested twice: 1) after at least 30 days fully 

immersed in the L2 environment, that is, without leaving the UK, which we referred to as the 

“during L2 immersion” session; 2) after reimmersion in the L1 environment, less than 7 days 

after returning from Poland, which we referred to as the “after L1 reimmersion” session. The 

order of the first session was counterbalanced (half of the participants performed the “during 

the L2 immersion session” first; half of the participants performed the “after the L1 reimmersion 

session” first). See Figure 1.1. From the initial sample, we excluded nine participants who did 

not complete the two sessions; another five were excluded because they did not follow the 

established time limit for each session. Additionally, four more participants were excluded due 
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to technical problems during the recording of the responses. All of the remaining participants 

reported that they only used Polish when in contact with friends and family in Poland, never 

English or other languages. The final sample included 37 participants.  

For the control group, native speakers of Polish with high English proficiency were recruited. 

Pre-selection criteria allowed only participants who had spent the last 30 days in Poland before 

each session. Similarly to the migrant group, the control group was tested in two sessions. In 

contrast to the migrant group, Context was a dummy variable in the control group, so we 

referred to these sessions as X Context and Y Context. See Figure 1.1. From the initial sample 

of 56 participants, we selected a subset of 37 participants such that they matched the migrant 

group as closely as possible on a set of critical measures: chronological age, age of L2 

acquisition, socio-economic status (SES), language proficiency (the combined score of the 

LexTALE and Cambridge tasks) and self-assessed language switching behavior. The 

matching procedure was carried out using a brute force algorithm that we also used for a 

similar purpose in a previous study (Marecka et al., 2020). The groups had means within 1 SD 

of each matched variable (see Table 1.1 for the observed similarities and differences between 

the groups). To account for any remaining differences between the groups, we statistically 

adjusted for age and L2 age of acquisition in all analyses comparing the groups.  

3.3.2 Task and procedure 

The average time interval between sessions was 102 days (SD = 56; range: 30–260). The 

order of the sessions was counterbalanced for both groups between participants by randomly 

assigning each participant to their first experimental session (migrant group – 19 participants 

started with the after L1 reimmersion session; control group – 18 participants started with the 

X Context session).  
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3.3.2.1 Materials 

We selected two different sets of pictures that were matched on a number of lexical 

characteristics in order to have non-repeated pictures for the two picture-naming sessions. 

The stimuli in the picture-naming task consisted of 216 colored images from the Cross-

Linguistic Lexical Tasks database (Haman et al., 2017). We divided all the pictures into four 

subsets and created two different versions with different orders of presentation for each 

subset. The subsets of pictures were balanced with respect to name agreement, lexical 

frequency (based on (Mandera et al., 2015), and mean length in phonemes. Moreover, each 

subset contained a comparable number of images from different semantic categories. The 

order in which the subsets were presented was counterbalanced across participants. To avoid 

training effects and other confounds related to item repetition, all items were presented only 

once (Mitchell & Brown, 1988). 

Figure 1.1 

Note. Representation of the testing sessions for the migrant and control group. 

3.3.2.2 Procedure 

In the picture-naming task, the pictures were displayed in the center of a computer screen on 

a black background using DMDX (Forster & Forster, 2003). Each trial was preceded by a black 

screen presented for 1000 ms, followed by a fixation cross that appeared in the screen’s center 

for 1000 ms. A picture was then shown in the center of the screen until the participant 
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responded or until the timeout was reached (3000 ms). The participants were instructed to 

name pictures aloud in their native language as quickly and accurately as possible. Vocal 

responses were recorded as audio files using DMDX. Each session of picture naming had a 

total of 58 trials (4 practice trials and 54 regular trials). Overall, the picture-naming task lasted 

approximately 5 min. 

3.3.3 Analysis 

3.3.3.1 Naming latencies  

The naming latencies were determined from the audio files using the Chronset online tool 

(Roux et al., 2017). Practice trials were not included in the analysis. Responses with naming 

latencies below 300 ms and trials with inaccurate naming or timeout (3000 ms) were removed 

from the data. In total, 8.68% of the data was excluded. Due to the right-skewed distribution 

of naming latencies, they were transformed using reciprocal transformation (-1000/naming 

latency).  

3.3.3.2 Statistical analysis 

We used the lme4 package (D. Bates et al., 2015, Version 1.1-23) in R (R Development Core 

Team, 2020, Version 4.0.2) to calculate the linear mixed-effects models. 

We first fitted a general model that included both groups of participants. It also included 

participants and pictures as crossed random effects. As fixed effects, the model included 

Group (Migrant, Control) and Context (L1/X Context, L2/Y Context). As item-related fixed 

effects, the model included Word-lexical frequency (i.e., target name’s lexical frequency based 

on Mandera et al., 2015) and the Trial number. We also included two participant-related fixed 

effects in the model: Age, and Age of L2 acquisition. Finally, the model included the 

interactions between Group and Context, and the interactions between Group, Context, and 

Word-lexical frequency. Before running the analyses, all categorical predictors were deviation 

coded using the sum contrast (Group: Control group = -0.5, Migrant group = 0.5; Context: 
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L1/X-Context = -0.5, L2/Y-Context = 0.5). Trial number was log transformed. The continuous 

predictors were centered and standardized (Age and Age of L2 acquisition). We used the so-

called maximum random-effects structure (Barr et al., 2013): by-Picture random intercept and 

random slopes for Group, Context, Age, Age of L2 acquisition, Trial number, and the 

interaction between Group and Context; by-Participant random intercept with random slopes 

for Context, Word-lexical frequency, and Trial number; and interactions between all slopes 

and intercepts.  

We fitted the maximal model first. If it did not converge, we first removed correlations between 

random effects; in the next step, the random effects with the smallest unique variance were 

removed, following the recommendation of Bates, Kliegl, Vasishth, and Baayen (2018). 

Absolute t-values greater than two were considered significant. The final model was: lmer 

(inverted_RT ~ Group + Context + Word_Lexical_Freq + Group : Context + Group: Context : 

Word_Lexical_Freq +  Group : Word_Lexical_Freq + Age + AoA_L2 + Trial.number +   (1 + 

Context| Participant) + (1 + Context| Item), data). 
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3.4 Results 

3.4.1 General Model 

The results revealed a significant interaction between Group, Context and Word-lexical 

frequency (see Table 1.3): there were faster naming latencies after the L1 reimmersion 

compared to the during L2 immersion, but only for words with higher frequencies (See Figure 

1.2). 

Table 1.2 

Summary of the raw behavioural data of L1 picture naming. 

Behavioural 
measures 

Group During L2 immersion 
/ X-Context 

After L1 reimmersion / 
Y-Context 

t-test (Context 
comparison) 

Naming latencies 
(ms) 

Migrant group 973 (311) 934.76 (300) t(72)= -1.27;  
p = 0.21 

Control group 1001 (313) 1019.81 (317) t(72)= -0.02;  
p = 0.99 

t-test (Group 
comparison) 

t(72)= 0.39;  
p = 0.69 

t(72)= 1.29; 
p = 0.20 

 

Accuracy Migrant group 0.97 (0.17) 0.97 (0.17) t(72)= -0.28; 
p = 0.78 

Control group 0.96 (0.21) 0.94 (0.25) t(72)= -1.14; 
p = 0.26 

t-test (Group 
comparison) 

t(72)= -1.63; 
p = 0.11 

t(72)= -1.88; 
p = 0.06 

 

Note. The table gives the raw behavioural measures of the two groups in the L1 picture naming task. 

T-tests compared between the migrant and the control group within each measure and language or 

context. Standard deviations are given in parenthesis.  
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Table 1.3 

Fixed effects for the LME model for naming latencies of the general model. 

Effect Estimate SE t by-Picture 
SD 

by-Participant 
SD 

Intercept -1.14 0.03 -38.00*** 0.15 0.18 

Group 0.00 0.05 -0.02 
  

Context 0.02 0.04 0.65 -0.05 -0.11 

Word-lexical frequency 
0.00 0.01 -0.08 - 

 

Age -0.03 0.02 -1.30 
 

- 

Age of acquisition 0.03 0.02 1.15 
 

- 

log (Trial number) 0.00 0.01 0.78 
  

Group:Context 0.03 0.07 0.48 
 

- 

Group:Word-lexical frequency 
0.00 0.00 -0.28 - - 

Control Group:Context:Word-
lexical frequency 

0.00 0.01 -0.11 - - 

Mig. Group:Context:Word-lexical 
frequency 

0.01 0.01 1.94' - - 

* p < 0.05, ** p < 0.01, *** p < 0.001 
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Figure 1.2 

Interaction of Group, Context and Word-lexical frequency in General Model 

Note. Marginal effects of the final LME model for the interaction between Group, Context and Word-
lexical frequency. The straight line corresponds to the L2 immersion or Y-Context; the dotted line 
corresponds to after L1 reimmersion or the X-Context. The error ribbon represents 95% confidence 
intervals. 
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3.5 Discussion 

The present study tested how L1 lexical access is affected by being immersed in an L2 

environment for a relatively long time, as well as the consequences of short-term reimmersion 

in the L1 environment. To this aim, we compared the picture-naming performance in the L1 

(Polish) of Polish-English bilinguals who had lived in the UK for at least two years (migrants) 

against the picture-naming performance in the L1 of Polish-English bilinguals living in Poland 

(control). Each group was tested twice. Participants from the migrant group were tested while 

in the UK (L2 immersion) and after a short visit to their native language environment (L1 

reimmersion in Poland). Participants from the control group were tested both times in their 

native language environment. 

We formulated two main hypotheses: 1) long-term immersion in an L2 environment results in 

reduced lexical access in L1. Consequently, compared to the control group, which is immersed 

in the L1 environment, we should observe slower naming latencies in the migrant group while 

immersed in the L2 environment. Moreover, 2) we hypothesized that difficulties resulting from 

being immersed in an L2 environment should diminish after a short reimmersion in the L1 

environment. That is, we should observe that the migrant group’s naming latencies during their 

immersion in an L2 environment should be slower compared with after reimmersion in the L1 

environment. Additionally, we expected interactions between the language environment and 

the lexical frequency of the words corresponding to the pictures to be named, because 

previous literature reported impact of word frequency on the ease of lexical access. In brief, 

we expected that lower word frequency would add to retrieval difficulty under more difficult 

circumstances, i.e., in the L2 environment. Below, we discuss the findings in relation to each 

of the formulated hypotheses.  

3.5.1 Group comparison 

In contrast to our main hypothesis but in line with Yilmaz and Schmid (2012), there was no 

main effect of group in the main analysis, nor in the t-test comparison of the raw naming 
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latencies (see Table 1.2); this most likely indicates that, overall, there were no differences in 

naming latencies between the control and migrant groups. This suggests that, despite being 

immersed in the L2 environment for an extended period of time, the migrant bilinguals did not 

have difficulties accessing their L1 – at least in this highly controlled picture-naming task. The 

lack of group differences in our study contrasts with previous studies that found reduced L1 

lexical access for bilinguals immersed in an L2 environment (Baus et al., 2013; Botezatu et 

al., 2020; Linck et al., 2009). A possible explanation for the absence of a similar effect in our 

study could be related to the different lengths and natures of the tested groups’ time spent 

abroad. That is, the participants in our study were migrants who had already spent several 

years immersed in an L2 environment (range = 2 to 24 years; mean = 9.61; sd = 4.43). In 

contrast, previous research (Baus et al., 2013; Botezatu et al., 2020; Linck et al., 2009) tested 

bilinguals that were actively learning L2 at the time of testing and had spent only a few months 

abroad. Because L2 knowledge increases during L2 immersion, it is possible that changes in 

L1 performance may occur in L2 learners who are immersed in the L2 environment. Bice and 

Kroll (2015) showed that when bilinguals are acquiring an L2, they adapt their language 

system to accommodate the new language. This adaptation of the language system may rely 

on L1 inhibition, and this L1 inhibition may trigger difficulties in L1 access for some time. This 

difficulty is, however, desirable as it reduces language competition (Bogulski et al., 2019). In 

other words, during L2 immersion, L2 learners constantly inhibit their L1 to facilitate L2 

learning. It is possible that the differences between L2 learners in the L1 environment and L2 

learners in the L2 environment (Botezatu et al., 2020; Linck et al., 2009) boil down to the fact 

that these environments offer a different number of opportunities to learn L2. In contrast, long-

term migrant bilinguals do not actively inhibit their L1 but keep it available to use when 

appropriate. Alternatively, it may be the case that long-term immersed bilinguals develop a 

very efficient inhibitory mechanism, which allows them to control cross-language competition 

in such a way that the consequences of L1 inhibition are not observable because of its efficient 

recovery (Jacobs et al., 2016). 
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Support for the hypothesis that immersion only affects L1 lexical access in L2 learners but not 

in long-term migrant bilinguals can be provided by the study by Yilmaz and Schmid (2012). 

Similarly to the current study, Yilmaz and Schmid tested long-term migrants immersed in an 

L2 environment for at least ten years. They compared the migrant group with monolinguals 

living in an L1 environment and found no differences in L1 lexical access in a simple picture-

naming task. Accordingly, these authors argued that L1 lexical representations can remain 

intact despite extended immersion in an L2 environment. In line with Yilmaz and Schmid’s 

(2012) interpretation, it seems reasonable to assume that the lexical representations of our 

migrant population also remain intact, even though they are immersed in their L2 environment, 

and that is why they access L1 effortlessly. However, while the absence of group differences 

in L1 access in Yilmaz and Schmid’s study (which compared monolinguals and bilinguals) 

could have been confounded by the bilingualism factor, this was controlled for in the current 

study because we compared two groups of bilinguals rather than bilinguals with monolinguals. 

Moreover, the only difference between the groups was that, at some point, some of them 

migrated to the UK, where the primary language is English. All participants included in our 

study were raised in a similar environment (i.e., native country – Poland) and were matched 

on L2 proficiency. Therefore, we were able to disentangle the effect of the language 

environment from the effect of bilingualism (i.e., knowing more than one language). The 

absence of any difference in lexical access in the compared groups suggests that in long-term 

migrants the effects of the environment are indistinguishable from the mere fact of knowing 

more than one language; it also suggests that, in the migrant population, immersion in an L2 

environment does not necessarily lead to a detriment in accessing L1 (assessed via picture-

naming latencies). As such, we argue that the reduced L1 access found in previous studies 

that tested bilinguals immersed in an L2 environment might have been related to the relatively 

early stages of the L2 learning process and the intensity of L2 learning in the L2 environment 

(Baus et al., 2013; Botezatu et al., 2020; Linck et al., 2009). 
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Another possibility that could explain the similarity in the naming latencies between the long-

term migrants and the control group is that our immersed participants maintained close contact 

with their native country. In particular, they were connected to the Polish community living in 

the UK and were mostly recruited via Polish social media. In a previous study, Hulsen et al. 

(2000) found that active contact with the native country influences the L1 performance of long-

term migrants. These researchers tested Dutch-English bilinguals living in New Zealand for 

about 36 years and compared their performance in a picture-naming task with that of a Dutch 

monolingual group living in the Netherlands. The results showed similar naming latencies 

between groups. Moreover, in the migrant group, there was a partial correlation between 

naming latencies and how often these migrants maintained contact in Dutch (L1) with people 

living in the Netherlands. In particular, the migrants who had more extensive contact with their 

home country exhibited faster naming latencies compared with the migrants with less contact. 

Notably, we are not able to make a correlation because the current study lacks quantitative 

information about the migrant group members’ contact with their home country. However, the 

participants were recruited using a snowball strategy and through various Polish communities 

and media in the UK. We therefore targeted people who maintained contact with the Polish 

diaspora in the UK but had obtained relatively high levels of proficiency in the majority 

language, namely English. Moreover, given the fact that we required the immersed 

participants to travel to Poland, we presumed that they maintained frequent contact with their 

home country. This frequent contact might have contributed to the increased L1 performance 

of the long-term migrants and consequently to similar naming latencies as the control group. 

Altogether, it seems that our results provide initial evidence that bilinguals who are also 

migrants can have comparable lexical access in their native language to bilinguals who live in 

their L1 environment; however, at this point we cannot exclude other alternative explanations 

(i.e., that the lack of significant group differences is related to limited power due to the sample 

size of ~40 participants per group). 



59 
 
 

3.5.2 Effects of reimmersion 

Our second hypothesis is related to the impact of short reimmersion in the L1 environment. 

Based on the previous findings of Linck et al., (2009), we expected that a short reimmersion 

in the native language context (a short visit to the native country) would improve the L1 lexical 

access of speakers usually immersed in an L2 environment (migrant bilinguals). The results 

showed that lexical access in L1 indeed benefitted from L1 reimmersion, but only for high-

frequency words. In other words, bilingual migrants were faster to retrieve higher-frequency 

L1 words after a visit to their home country than while residing in the L2 environment.  

Although the results are opposite to what we initially expected, they actually seem to 

complement previous studies which showed that L2 learners immersed in an L2 environment 

were slower to access words with lower lexical word frequencies (Baus et al., 2013; Botezatu 

et al., 2020). Our design is the reverse of the design used by Baus et al. (2013), who first 

assessed the participants in their L1 environment and then re-tested them after six months 

immersed in the L2 environment. We, on the other hand, assessed the participants after at 

least 2 years of immersion in the L2 environment, and also when they returned from their L1 

environment (as a reminder, the order of the L2 environment session and the L1 environment 

session was counterbalanced). At first sight, our results seem to contradict Baus et al. (2013), 

who found slower naming latencies for words with lower lexical frequency when the bilinguals 

were tested in their L2 environment (at the end of the semester) compared to when tested in 

their L1 environment (at the beginning of the semester). In contrast, we found that bilinguals 

reimmersed in their L1 environment were faster in naming words with higher lexical 

frequencies compared to bilinguals immersed in an L2 environment, which is exactly the 

opposite pattern. A possible explanation for the differences in results between Baus et al. and 

the current experiment could be related to how often L1 words are likely to be used in the 

language environment of a bilingual speaker. Baus et al. argued that the lexical frequency 

effect observed in their study was caused by the relatively infrequent use of low-frequency 
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words in their mental lexicon, compared with high-frequency words (Gollan et al., 2008). 

Because of the relatively infrequent use of L1 words for an extended period (i.e., while 

immersed in an L2 environment), the activation of L1 words is reduced. Therefore, low-

frequency words (having lower activation) are the first to show noticeably reduced lexical 

access during L1 word production. Following the hypothesis of Baus et al., we should observe 

that, compared with high-frequency words, low-frequency words benefit more from L1 

reimmersion due to their weaker lexical representation. Contrary to these expectations, we 

observed that, after reimmersion in L1, lexical access was facilitated for words of higher 

frequency. This seemingly contradictory finding seems, however, to make sense if we assume 

that the difference in the difficulty of lexical access between low- and high-frequency words is 

not necessarily a function of their baseline activation strength; instead, it depends on how 

often these words are encountered and used in each environment. That is, in the L2 

environment the activation threshold of L1 words will be similarly low for high- and low-

frequency words due to their reduced use in the L2 environment in general. However, L1 use 

usually increases during brief reimmersion in the L1 environment, therefore it is very likely that 

high-frequency words are encountered more often than low-frequency words. That being the 

case, high-frequency words benefit more than low-frequency words during L1 reimmersion 

because they are encountered and used more often. Therefore, the ease of lexical access 

observed during reimmersion in the L1 environment could be at least partially determined by 

the actual encountering and use of L1 words in the native language environment. This 

explanation could also account for the results of Baus et al.: after immersion in the L2 

environment, low-frequency words trigger a higher lexical access cost because they are less 

likely to be used. In comparison, high-frequency L1 words might still be occasionally 

encountered, therefore they may be active in the language system for longer. Altogether, our 

findings, as well as those of Baus et al., appear to highlight the close relationship between 

changes in the language environment and the role of lexical frequency. By moving into a 

different language environment, bilinguals change their day-to-day use and exposure to L1 
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and L2, which leads to changes in lexical access of L1. In other words, a change in language 

environment increases sensitivity to word frequency. It follows that if the control bilinguals 

were tested in the L2 environment, we should observe frequency effects similar to what Baus 

et al. found, but this hypothesis requires further testing.  

Following this perspective, Beatty-Martínez et al. (2020) tested how the language environment 

interacts with participants’ patterns of cognitive control; they also explored the role of the 

environment in relation to the lexical frequency of words. Given the focus of our current study, 

we focus only on describing the interaction between the language environment and the lexical 

frequency effects observed by Beatty-Martinez et al., who tested Spanish-English bilinguals 

from three different environments: Granada (Spain) as an L1-dominant environment; 

Pennsylvania (United States) as an L2-dominant environment; and Puerto Rico (United 

States) as a language switching environment. All participants completed picture-naming tasks 

in L1 and L2, including items with varied lexical frequency. Similarly to the current study, no 

significant differences between the naming latencies of participants from the three different 

language environments were found. However, the results revealed that bilinguals from the L1-

dominant environment showed a greater frequency effect (i.e., faster naming latencies for 

high-frequency words vs. low-frequency words) in L1 than in L2. In contrast, bilinguals from 

the L2-dominant environment demonstrated more similar frequency effects between L1 and 

L2. Moreover, Beatty-Martinez et al. found a correspondence between language environment 

and patterns of language control that could explain the different patterns of lexical frequency. 

Bilinguals in the L1-dominant environment tended to apply more reactive control, therefore 

they reacted more quickly to more-salient stimuli, i.e., high-frequency words. In contrast, 

bilinguals in the L2-dominant environment tended to apply more proactive control, which 

favored the suppression of competing items from both L1 and L2. This greater control of 

competing items allowed them to retrieve low-frequency items in L1 more quickly, thus 

reducing the frequency effects. Altogether, Beatty-Martinez et al.’s (2020) results align with 
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those of the current study in the sense that when bilinguals are immersed in an L1-dominant 

environment, they experience a higher lexical frequency effect in L1 compared to when they 

are immersed in a L2-dominant environment. Overall, the results seem to suggest that the 

language system adapts to the linguistic environment, although the clear nature of this 

adaptation remains to be explained in future studies. 

Another way to explain the interaction between lexical frequency and migrants’ language 

environment would be that immersion in the L2 environment reduces or blocks the lexical 

frequency effect (i.e., high-frequency L1 words are more available than low-frequency words). 

As can be observed in Figure 1.2, during L2 immersion the lexical frequency does not predict 

the migrants’ naming latencies, relative to after L1 reimmersion. It may be the case that L2 

immersion blocks the frequency effect as it may become counterproductive to maintain more 

available high-frequency L1 words in the L2 environment because this may create interference 

when using the L2. However, as soon as the migrants are reimmersed in their L1 environment, 

the frequency effect emerges. This apparent pattern could tentatively be explained by a 

decrease in the frequency of using L1 during L2 immersion. That is, the decrease in L1 use 

would reduce the unique lexical frequency of L1 items, including high-frequency L1 items (in 

line with the frequency-lag hypothesis of Gollan et al., 2011). In the same line, this could also 

be explained as global inhibition applied to L1 during L2 immersion, thus reducing the 

availability of all L1 items, including high-frequency words (Van Assche et al., 2013). A slightly 

different explanation for the increase in naming latencies for high-frequency words during L2 

immersion could be that local inhibition was applied to high-frequency L1 items, which would 

interfere with the use of translation equivalents in L2 in the L2 environment (in line with the 

local inhibition proposal by Sandoval et al., 2010).  

In order to explore these possibilities, we performed a further analysis for the migrant group 

in which we included as covariates the years spent living in the L2 environment, and the days 

of reimmersion in the L1 environment (analysis presented in Appendix 8.1.2). The results 
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showed that the length of immersion/reimmersion did not affect the main effect of context, thus 

indicating that this effect was most likely due to global L1 inhibition in the L2 environment 

(Linck et al., 2009), which is decreased after reimmersion in the L1 environment. However, 

further research is needed to confirm this explanation.   

All in all, the language system is sensitive to the language environment and can benefit from 

language exposure by quickly adapting the activation level of lexical items. That is, the 

language system seems to be able to readily adapt to changes in the language context, thus 

demonstrating that long-term immersion in an L2 environment does not have a negative 

impact on L1 lexical access and that L1 access can improve after reimmersion in an L1 

environment. The increased speed of L1 naming after reimmersion in an L1 environment 

extends the existing literature on the reversibility of pragmatic processing of meaning 

(Chamorro et al., 2016) or spontaneous speech (Köpke & Genevska-Hanke, 2018). As far as 

we know, these are the first results that show that even brief reimmersion in the L1 

environment improves bilinguals’ lexical access to their native language for those who 

otherwise remain immersed in an L2 environment. 

3.5.3 Summary 

All things considered, our data demonstrate that long-term migrants, despite being immersed 

in the L2 environment, maintain an ability to access L1 that is comparable to that of bilinguals 

living in the L1 environment. Moreover, long-term migrants can still benefit from short-term 

reimmersion in the L1 environment, as shown by improved access to high-frequency L1 words. 

  



64 
 
 

3.5.4 Limitations and future directions 

The main limitation of the present study is that the effect of L1 reimmersion was not tested 

during the period of L1 reimmersion but up to 7 days after migrants’ return to the L2 

environment. This time gap, in which the participants were already exposed to the L2 

environment, might have obscured some of the reimmersion effects. Additionally, despite our 

great efforts to match the groups, some characteristics of the migrants and controls still 

differed, such as L2 proficiency level, age of L2 acquisition, and chronological age. One 

possibility for future research would be to compare our migrant population with long-term 

migrants who do not maintain close contact with their L1 environment and therefore may 

experience different changes in their L1 accessibility. 
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3.6 Conclusion  

To conclude, the presented study demonstrates that L2 immersion does not necessarily have 

detrimental effects on native lexical access, as observed in a simple picture-naming task. 

Instead, migrants living in an L2 environment can demonstrate a similar ease of lexical access 

as bilinguals living in an L1 environment. Additionally, we found that the language system is 

capable of quickly adapting to changes in the language environment. This was corroborated 

by the observed beneficial effects of a short-term visit to a home country for easiness of access 

to words of higher lexical frequency. This change seems to be driven predominantly by 

opportunities to use particular words, with more prevalent words having more impact than 

those encountered less often. Future research will be essential to determine the specific 

mechanisms underlying these adaptation processes and whether these are similar in 

bilinguals detached from their L1 environment. Additionally, it is relevant to explore how the 

language environment modulates lexical access in the second language. 
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4.1 Abstract 

Does a long-term stay in a foreign language country affect our ability to retrieve words in our 

native language? And if so, are the effects reversible? The present study explored the neural 

correlates of lexical access in the native language and their dynamics due to a change of 

language environment: during long-term immersion in a foreign language (L2) environment 

and after reimmersion in a native language (L1) environment. We tested Polish-English 

migrants living in the UK (L2 environment) for about ten years and Polish-English controls 

living in Poland (L1 environment). All participants performed a picture-naming task in their L1 

while we recorded their electrophysiological responses. The migrants were tested before and 

after visiting the L1 environment, while the controls were tested twice in their L1 environment. 

We focused on exploring two event-related components previously associated with the ease 

of lexical access: P2 and N300. We found that the language environment modulated the P2 

component in migrants, such that higher amplitudes were evoked while naming pictures during 

immersion in the L2 environment compared to after the short reimmersion in the L1 

environment. However, no overall differences were found when comparing the two groups. 

These results indicate that immersion in different language environments induces modulations 

in the neural response associated with word retrieval. Moreover, the modulations of P2 

amplitudes related to changes in language environment seem to index higher proactive control 

applied during L2 immersion and its reduction after a short-term L1 immersion.  

 

Keywords: bilingual lexical access; L2 immersion; L1 reimmersion; P2; N300. 
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4.2 Introduction 

Moving to a foreign country with a language different from the native one usually requires the 

speaker to use the second language (L2) on a daily basis. Being immersed in an environment 

where L2 is predominant can affect the speakers’ language system. While speakers immersed 

in an L2 environment have plenty of opportunities to hone their L2, they have fewer 

opportunities to use their native language (L1) and there is a reduced variability of L1 

interlocutors. These two factors  are likely responsible for the fact that speakers immersed in 

L2 environments often experience difficulties producing words in L1 (Ammerlaan, 1996; 

Hulsen, 2000; Linck et al., 2009; Schmid & Jarvis, 2014; Schmid & Keijzer, 2009; 

Yagmur et al., 1999), especially low-frequency words (Baus et al., 2013; Botezatu et al., 

2020). These difficulties using L1 are usually discussed in the literature under “first-language 

attrition,” and attributed to an overall decrease in L1 access. Alternative explanations could be 

fundamental changes in the lexicon or general language knowledge due to L2 immersion 

(Köpke & Schmid, 2004; Schmid, 2004, 2009). Still, the decrease in L1 accessibility due 

to L2 immersion is not experienced in all linguistic domains such as speech fluency or 

language comprehension in morphosyntactic processing (Bergmann et al., 2015; Gnitiev & 

Bátyi, 2022; Schmid, 2009). The decrease in L1 accessibility also does not seem to be 

permanent, as previous studies showed that reimmersion in the native language environment 

can help regain levels of language skills from before immersion (Chamorro et al., 2016; 

Köpke & Genevska-Hanke, 2018; Linck et al., 2009). However, not all studies report a 

behavioral effect of long-term L2 immersion on L1 access (Beatty-Martínez et al., 2020; 

Casado et al., 2023; Yilmaz & Schmid, 2012). It is therefore of interest to explore whether 

the absence of behavioral effects can still be accompanied by signs of lexical access difficulty 

on the neural level. Notably, none of the previous studies have employed neurophysiological 

markers like electrophysiological indices to track changes in language processing that occur 
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at the brain level due to language (re)immersion. The electrophysiological (EEG) technique is 

a tool with a precise time resolution allowing one to explore brain reactions to stimuli in a very 

precise time scale. As a result, event-related potentials (ERPs) can provide a measure of the 

processing of stimuli even when there is no behavioral change (Bice & Kroll, 2015; 

McLaughlin et al., 2004). It is, therefore, of interest to explore whether electrophysiological 

markers of lexical access reflect the difficulty in accessing the native language in migrants and 

whether the same markers are also sensitive to short-term reimmersion to the L1. 

Consequently, the goal of this study was to examine the electrophysiological response in the 

picture naming of Polish-English migrants in a Polish and an English environment. Below, we 

briefly review the differing results of studies on how L1 lexical access can be affected by the 

language environment.  

4.2.1 Previous studies exploring long-term bilinguals’ L1 lexical access in 
different language environments 

The data on the effect of L2 immersion are somewhat inconclusive. On the one hand, studies 

reported no differences in the speed of lexical access to L1 when L1 access is compared 

between groups of bilinguals immersed in L1 and bilinguals immersed in L2 for a long time, at 

least when measured using a relatively simple task such as picture naming (Beatty-Martinez 

et al., 2020; Casado et al., 2023; Yilmaz and Schmid, 2012). On the other hand, when lexical 

L1 access is compared in the same L2-immersed individuals before and after re-immersion to 

an L1 environment, there seems to be a difference in lexical L1 access (Baus et al., 2013; 

Botezatu et al., 2021; Linck et al., 2009). Our own behavioral data (Casado et al., 2023) 

demonstrated that when the speed of picture naming in L1 was assessed, Polish-English 

bilinguals immersed in the L2 environment (United Kingdom) for about 10 years (2 - 24 years) 

performed similarly as Polish-English bilinguals living in the L1 environment (Poland). 

Altogether, based on the published studies, as far as picture naming speed is concerned, 

bilinguals who reside in the L2 environment for a relatively long period of time, appear to have 

L1 words equally available as bilinguals who reside in the L1 environment. 
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Despite the fact that no clear detrimental effect of long-term L2 immersion for L1 lexical access 

has been observed in comparison with speakers in the L1 environment, some studies reported 

that when L2-immersed speakers are re-immersed in their L1 environment, i.e., revisit their 

home country for a short time, their speech performance in L1 is facilitated, compared to the 

time before the visit. This has been shown by better faster naming latencies during a blocked 

picture-naming task in L1 (Casado et al., 2023). In particular, in the latter study, we found that 

Polish-English bilinguals living in the UK showed faster naming latencies of high- vs low-

frequency words after a short reimmersion in Poland, the L1 environment, than during 

immersion in the UK, the L2 environment. We argued that during their reimmersion in L1, the 

speakers primarily encountered high-frequency words, which led to facilitation of lexical 

access to these words observed even a few days after their return to the L2 environment. 

Altogether, based on the behavioral evidence, we can distinguish two different features of L1 

access in migrant bilinguals. On the one hand, it seems that long-term migrants do not 

necessarily experience difficulties in L1 lexical access compared to bilinguals in their L1 

environment (Beatty-Martinez et al., 2020; Casado et al., 2023; Yilmaz & Schmid, 2012). On 

the other hand, the frequency of encountering L1 words or using L1 structures in each 

language environment impacts the efficiency of accessing L1. Thus, even though long-term 

immersion in the L2 environment does not necessarily hamper L1 access (at least when 

assessed via picture naming latencies), migrants show clear sensitivity to changes in language 

environment: a short reimmersion to the native environment appears to temporarily facilitate 

retrieval of words in L1, especially those that are more frequently used. Still of note is that the 

assessment of L2 and L1 immersion above was conducted as a between-group comparison. 

At the same time, the effects of L1 reimmersion were assessed as a within-group comparison 

in the migrant population. The conflicting results could therefore result from individual 

differences and a lack of sensitivity of the used methodology. Considering that previous 

research exploring L1 access in L2 immersed bilinguals involved uniquely behavioral tasks, it 
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is unknown whether we could detect more subtle differences on the neural level, especially in 

comparison with bilinguals in the L1 environment. 

4.2.2 Electrophysiological correlates of lexical access  

Previous studies identified two ERPs components that have shown sensitivity to word retrieval 

difficulty in the picture-naming task.  

The first component is the production P2, characterized by a positive activity peaking around 

200 ms in central2 electrodes (Baus et al., 2020; Strijkers et al., 2010, 2011, 2013). Larger 

P2 amplitudes have been related to more difficult lexical access. For instance, low-frequency 

words in L1, which take longer to retrieve than high-frequency words in L1, have been found 

to evoke higher amplitudes of the P2 component than high-frequency words (Strijkers et al., 

2010). Along the same lines, retrieval of words in L1 with a high level of interlexical 

competition (evoked by cumulative semantic interference) has been related to higher 

amplitudes of the P2 component (Costa, Strijkers, et al., 2009). Additionally, L2 words, 

which in unbalanced bilinguals take longer to retrieve than L1 words, were associated with 

higher amplitudes of the P2 component (Strijkers et al., 2013). Altogether, previous studies 

showed that the naming P2 component reflects difficulties in lexical access during word 

production. 

Another component previously associated with the difficulty of retrieving words during picture 

naming is the N300. It is characterized by a negative activity peaking around 300 ms in central 

 
 

2 Previous studies characterised the P2 component at different locations: parietal-occipital (Costa et 
al., 2009) with a nose reference, posterior with a wide distribution (Strijkers et al., 2010, nose 
reference) fronto-central (Strijkers et al., 2011, left mastoid reference). Moreover, with an averaged 
mastoid reference Strijkers et al. (2013) found a posterior distribution for word-lexical frequency effect 
and a broadly central distribution for the L1-L2 comparison effect. Therefore, we believe that the exact 
location of the P2 component might depend on the exact experimental manipulation and the used 
reference electrode. For the purpose of this study, we selected Strijkers et al (2013) as the template 
of our P2 characterization as it matches our choice of reference electrode and also investigates the 
effects of language. 
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electrodes. Previously the component has been associated with the recognition of pictures 

with smaller amplitudes for non-ambiguous pictures and repeated pictures (Curran et al., 

2002; Federmeier & Kutas, 2001; Henson et al., 2004; Philiastides et al., 2006; 

Schendan & Kutas, 2002, 2007; van Petten et al., 2000). The component is also sensitive 

to the difficulty of integrating of concepts with pictures (Barrett & Rugg, 1990; Eddy et al., 

2006; Gratton et al., 2009; Holcomb & Mcpherson, 1994; Philiastides & Sajda, 2006; 

Voss et al., 2010; West & Holcomb, 2002). Recently, the N300 component was identified 

as reflecting effort associated with the difficulty of accessing the lexical representation of the 

to-be-named picture (Wodniecka, Szewczyk, et al., 2020). More specifically, the increased 

N300 amplitude was observed for naming pictures in more difficult task conditions, e.g., when 

pictures were named for the first time in the experiment, compared to when they were 

repeated, or when pictures were named in L1 after a block of previous naming other pictures 

in L2. That is, the higher N300 amplitudes seem to reflect difficulties retrieving the lexical 

information associated with names of corresponding pictures.  

4.2.3 Current study 

In the current study, we explored electrophysiological correlates of lexical access difficulty in 

the native language associated with (1) long-term immersion in L2; and (2) the effects of a 

short-term reimmersion in the L1. For this aim, we recorded EEG data during a picture naming 

task in L1 (Polish). The task was part of a large-scale study in which we tested a migrant group 

of Polish-English bilinguals living in the UK (L2 environment) and a control group of Polish-

English bilinguals living in Poland (L1 environment). Each group was tested twice with a mean 

between-session interval of 94 days (SD = 48, 30 - 259 days). The migrant group was tested 

once during immersion in the L2 environment and once after a short reimmersion in the L1 

environment (a visit to their home country). The control group was tested both times in the L1 

environment, with a similar interval between the tests as the migrant group. The detailed 

pattern of behavioural data from the picture naming task was already reported in Casado et 
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al. (2023). Here we focus solely on the electrophysiological indices of picture naming 

performance.  

We built on previous studies that identified two ERP components during picture naming which 

were related to the difficulty of word retrieval: the naming P2 component and the N300 

component, both indicators of lexical access difficulty. Based on these results, we expected 

to observe these components to reflect changes in migrants’ cognitive system, also in 

comparison with control bilinguals, due to changes in the language environment.  

We made three following predictions. Firstly, given that the ERPs can reflect neural 

modulations even in the absence of any behavioural effects, we predicted that naming pictures 

in L1 will be accompanied by a more enhanced amplitude of P2 and N300 in the migrant group 

compared to the control group. Such a result would suggest that the difficulty that migrants 

experience while retrieving words in L1 is reflected in brain activity during picture recognition 

and naming.  

Our second prediction concerned the effects of short-term L1 reimmersion. We predicted 

reduced P2 and N300 amplitudes after L1 reimmersion compared to the L2 immersion 

condition. The third prediction related to the interaction between language environment and 

frequency of words to be named:  we expected that the P2 and N300 amplitudes should also 

be modulated by the lexical frequency of the words; in particular, low-frequency words should 

evoke higher amplitudes of the P2 and N300 compared with high-frequency words. Still, to 

date no previous ERP study has explored this interaction, therefore we may find a different 

pattern. 
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4.3 Methods 

4.3.1 Participants 

We analyzed data taken from our large-scale study in which we tested the consequences of 

immersion and reimmersion in many language domains by collecting the data from a battery 

of language-related tasks. In that study, we collected a sample of 55 Polish-English bilinguals 

living in the United Kingdom (migrant group) and 56 Polish-English bilinguals residing in 

Poland (control group). In the present study, we focus on lexical access, assessed through 

the EEG response, which was available for 32 migrant bilinguals (see details below) and 

contrasted with a matched sample of 32 control bilinguals. 

For the migrant group, we recruited Polish native speakers living in the UK for a minimum of 

two years. As indicated before, the migrant group was tested twice: “During L2 immersion”, 

that is after at least 30 days fully immersed in the L2 environment, without leaving the UK; and 

“After L1 reimmersion”, after a reimmersion in the L1 environment, less than 7 days after 

returning from Poland. From the initial sample of 55, we excluded nine participants who did 

not complete the session during L2 immersion and another five because they did travel to 

Poland within 30 days beforehand and did not fulfil the selection criteria. Additionally, nine 

more participants were excluded due to technical problems while recording the 

electrophysiological and/or behavioral responses. The final sample included in the analyses 

consisted of 32 participants3.  

For the control group, we recruited native speakers of Polish with high English proficiency. 

Moreover, pre-selection criteria only allowed those participants who spent the last 30 days in 

Poland before each session. Like the migrant group, the control group completed two 

 
 

3 All the migrant group participants included in the present analysis were also included in the 
behavioural analysis presented in Casado et al. (2023). 
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sessions, the “X-Context” session and the “Y-Context” session. In both sessions, they were 

immersed in the L1 environment, that is, tested in Poland. Out of the initial group of 56, seven 

participants were excluded because they completed only one experimental session, seven 

additional participants were excluded due to the bad quality of the EEG recordings, and three 

more participants were excluded due to task errors. The remaining 32 participants4 were 

compared to the migrant group.  

  

 
 

4 Out of the 32 control group participants whose data were analysed for the purpose of the present 
study, only twenty-five control group participants were included both in this study and in the 
behavioural analysis presented in Casado et al. (2023), given that only these data sets had both high-
quality behavioural and electrophysiological data. 
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Table 2.1 

Demographic information and language experience of participants. 

  Migrant group (N = 32) Control group (N = 
32) 

t-test 

N 32 (29 female) 32 (23 female)   

Participant’s Age 

(years) 

36.16 (6.45) 29.84 (7.35) t(62) = -4.19, p = <0.01*** 

SES (1 - 10) 6.64 (1.54) 6.00 (1.65) t(62) = -1.62, p = 0.11 

Years of 
education 

18.35 (2.58) 17.00 (1.98) t(62) = -2.34, p = 0.02* 

Length of 
residence in L2 
environment 
(years) 

9.66 (4.86) -   

Length of 
reimmersion in L1 
environment 
(days) 

13.37 (8.18) -   

Time delay 
between L1 
reimmersion and 
recording (days) 

3.06 (1.86) -   

Self-assessed 
language 
experience 
(1-10) 

L1 L2 L1 L2 L1  L2 

Self-rated 
proficiency 

9.82 
(0.47) 

7.86 (0.93) 9.7343 
(0.70) 

7.20 
(1.29) 

t(62) = -
0.57, 

t(62) = -
2.33, 

p = 0.57 p = 0.02* 

Speaking 9.64 
(0.79) 

7.68 (1.25) 9.59 
(1.07) 

6.63 
(1.52) 

t(62) = -
0.20, 

t(62) = -
3.02, 

p = 0.84 p = <0.01* 

Writing 9.77 
(0.75) 

7.42 (1.29) 9.72 
(0.63) 

6.75 
(1.76) 

t(62) = -
0.28, 

t(62) = -
1.74, 
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p = 0.78 p = 0.09 

Listening 9.94 
(0.25) 

7.91 (0.86) 9.84 
(0.51) 

7.53 
(1.29) 

t(62) = -
0.91, 

t(62) = -
1.37, 

p = 0.37 p = 0.17 

Reading 9.93 
(0.25) 

8.42 (0.98) 9.78 
(0.79) 

7.91 
(1.35) 

t(62) = -
1.05, 

t(62) = -
1.74, 

p = 0.30 p = 0.09 

Percentage of 
daily use (%) 

40.46 
(15.94) 

59.25 
(15.53) 

81.81 
(16.19) 

16.43 
(11.13) 

t(62) = 
10.29, 

t(62) = -
12.68, 

p = <0.01*** p = <0.01*** 

Age of L2 
acquisition (years) 

- 13.05 (3.72) - 9.38 
(3.82) 

t(62) = -3.89, p = <0.01*** 

Intensity of 
language 
switching (1 = no 
switching, 10 = 
always switching) 

4.82 (2.55) 4.31 (2.26) t(62) = -0.84, p = 0.40 

Objective L2 
proficiency 
measures 

          

LexTALE (mean 
accuracy in %) 

- 77.82 
(13.24) 

- 73.12 
(10.97) 

t(62) = -1.55, p = 0.13 

General English 
Test (mean 
accuracy in %) 

- 89.88 (9.48) - 84.50 
(7.31) 

t(62) = -2.54, p = 0.01* 

Note. The first part of the table describes the demographic information of the final migrant group and 

the final control group. The rows display (1) the number of participants with the number of women in 

brackets, (2) age (in years), (3) socio-economic status on a 1 to 8 scale based on Adler et al. (2000), 

(4) years of education (in years), (5) length of residence in an L2 environment (in years), (6) length of 

immersion the L1 environment and (7) time delay between the return from the L1 environment and the 

experimental recording. The second part of the table summarizes the self-assessed language 

experience based on a questionnaire. The self-rated proficiency is presented on a scale from 1 to 10, 

where 1 = "no knowledge of a given language" and 10 = "native-like proficiency". The daily use of each 

language is presented in percentages and the age of acquisition is in years. Bilingual switching is 

presented on a scale from 1 to 10, where 1= "I never switch languages within sentences" and 10 = "I 
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always switch languages within sentences". The objective L2 proficiency measures in English are 

presented in percentages. Standard deviations are given in parentheses. 

* p < 0.05, ** p < 0.01, *** p < 0.001 

All participants received monetary compensation for participating in the study (65 pounds per 

session or the equivalent in Polish zloty) and a selection of Polish books. The study met the 

requirements and received the approval of the Ethics Committee of Jagiellonian University 

Institute of Psychology concerning experimental studies with human subjects. 

All the participants learned English as a second language and used it on a daily basis (see 

Table 2.1), however, the experimental group used L2 significantly more than the control group. 

We assessed their English proficiency with the General English Test (by Cambridge 

Assessment: https://www.cambridgeenglish.org/test-your-english/general-english/) and an 

online version of the LexTALE task (Lemhöfer & Broersma, 2012) programmed in Inquisit 

(Inquisit 5 [Computer software] (2016). Retrieved from https://www.millisecond.com). The 

selection criteria for participating in the study were: a self-reported English proficiency of 

upper-mediate (B2) or above, 70% or higher accuracy in the General English Test, and 60% 

or higher accuracy in the LexTALE test. The migrant participants also reported that they only 

used Polish when contacting friends and family in Poland, but never English or other 

languages. The language characteristics of both groups are summarized in Table 2.1. 

4.3.2 Task and procedure 

The order of the sessions was counterbalanced for both groups of participants. In the final 

sample, the session during L2 immersion was the first session for 16 participants of the 

migrant group and the X-Context for 16 participants of the control group. 

4.3.2.1 Materials 

The stimuli included in the picture-naming task consisted of 216 coloured images from the 

Cross-Linguistic Lexical Tasks database (Haman et al., 2017). We divided all the pictures 
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into four subsets and created two versions with a different order of presentation for each 

subset. The subsets of pictures were balanced for name agreement (based on Wolna et al., 

2022), lexical frequency (based on Mandera, Keuleers, Wodniecka, & Brysbaert, 2015), age 

of acquisition (Haman et al., 2015), and mean length in phonemes. Moreover, each subset 

contained a comparable number of images from different semantic categories. The four 

subsets were counterbalanced across participants and sessions so that no pictures were 

repeated between sessions. 

The variation in the lexical frequency of target names of pictures allowed us to explore possible 

interactions between the L1 vs. L2 environments and the lexical frequency. 

4.3.2.2 Procedure 

In the picture-naming task, pictures were displayed on a computer screen using DMDX 

(Forster & Forster, 2003). The pictures were presented in the center of the screen. Each 

trial was preceded by a black screen presented for 1000 ms, followed by a fixation cross in 

the screen's center for 1000 ms. A picture was then shown in the center of the screen until the 

participant responded or until the timeout was reached (3000 ms). The participants were 

instructed to name pictures aloud in their native language as quickly and accurately as 

possible. Each session of picture naming had a total of 58 trials (4 practice trials and 54 regular 

trials). Overall, the picture-naming task lasted approximately 5 min. 

4.3.2.3 EEG Recording 

The EEG was recorded during the picture-naming task at 1024 Hz from 32 Ag/AgCl scalp 

electrodes positioned at the standard 10-20 locations, mounted in an elastic cap, using the 

Biosemi Active Two recording system. Electrodes were initially referenced online to the 

Common Mode Sense electrode located at the C1 electrode. The horizontal and vertical 

electrooculogram (EOG) was recorded bipolarly using electrodes placed below and above a 

participant's left eye and at the outer canthus of each eye, respectively. The EEG signal was 
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offline filtered with a band-pass filter (0.05 – 25 Hz frequency range; low cutoff slope: 24 

dB/oct; high cutoff slope: 12 dB/oct) and re-referenced offline to the mean of the left and right 

mastoids. The data was offline preprocessed using BrainVision Analyzer (Brain Products, 

Gilching, Germany), down sampled to 256 Hz and baseline corrected. Ocular artefacts were 

removed with Independent Component Analysis (ICA, (Delorme et al., 2007; Jung et al., 

2000) by calculating the ICA components based on 1 Hz high-pass filtered data and applying 

it to the 0.05 Hz high-pass filtered data set. Segments containing artefacts were cleaned 

manually. Afterwards, the data was exported to Matlab for further analysis using EEGlab 

(Delorme & Makeig, 2004) and ERPlab (Lopez-Calderon & Luck, 2014). 

4.3.3 Analysis 

Two time windows were selected for the EEG analysis based on previous studies (Costa et 

al., 2009; Strijkers et al., 2010, 2011, 2013; Wodniecka et al., 2020): the naming P2 around 

175 ms (160 – 240 ms) and the N300 around 300 ms (250 – 350 ms). For each time window, 

the mean amplitude was calculated with a different selection of electrodes: FC1, FC2, Fz, Cz, 

CP1, CP2 for the naming P2, and FC1, FC2, C3, C4, Cz, CP1, CP2 for the N300. The P2 

electrodes were chosen based on Strijkers et al., 2013, as this study used the same setup 

with averaged mastoid references and investigated the effects of language use. Electrodes 

for N300 were based on Wodniecka et al., 2020. Additionally, due to temporal differences 

caused by the recording setup in each different location (lab in Poland where the control group 

was tested vs. lab in Edinburgh where the migrant group was tested), we applied a latency 

correction of 27 ms to the migrant group. 

In order to be able to relate the electrophysiological results of the present study with the 

findings of the behavioral analysis already reported in Casado et al. (2023), we included in the 

analyses all the variables we controlled for in the previous study so as to maintain the two 

analyses as similar as possible. That is, besides the main interest factors (Group, Context, 

and word-lexical frequency), we included some of the participant’s variables the groups were 
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not matched for: the participant’s age, and the age of L2 acquisition. Moreover, given that 

there were differences in L2 proficiency between groups, we also included this variable as a 

covariate in the main model. 

Responses with naming latencies below 650 ms were removed from the data to avoid artefacts 

in the signal evoked by the articulatory movements (7.92%). We also excluded trials with 

inaccurate responses (2.55%). In total, 10.47 % of the data were excluded. 

Table 2.2 

Summary of the final trial count after artefact rejection during EEG processing and removal of 

inaccurate responses and articulator movements. 

 During L2 immersion/X-Context After L1 reimmersion/Y-Context 

Migrant group 88.3% (1525 trials) 81.7% (1411 trials) 

Control group 86.4% (1493 trials) 82.0% (1417 trials) 

Note. The table gives the percentage and number (in brackets) of remaining trials in the final analysis 

for each Group and Context. The raw data set contained 1728 trials within each condition. 

We used R Studio (R Development Core Team, 2020, Version 4.0.2) to fit linear mixed-effects 

models with the lme4 library (Bates et al., 2015, Version 1.1-23). The general models included 

the mean amplitude of P2 and N300 as the dependent variables and participants and pictures 

as crossed random effects. As fixed effects, we included Group (Control, Migrant), Context 

(During L2 immersion/X-Context, After L1 reimmersion/Y-Context), Word-lexical frequency 

(based on Mandera et al., 2015), participant’s Age, Age of L2 acquisition and L2 proficiency 

(based on the mean scores of the LexTALE and Cambridge proficiency tasks), and the Trial 

number. We also included the interactions between Group, Context, and Word-lexical 

frequency. Before running the analyses, all categorical predictors were deviation coded using 

a sum contrast (Group:  Control group = -0.5, Migrant group = 0.5; Context: During L2 

immersion/X-Context = -0.5, After L1 reimmersion/Y-Context = 0.5; Session order: first 
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session = -0.5, second session = 0.5). The continuous predictors of Word-lexical frequency, 

participant’s Age, Age of L2 acquisition, and L2 proficiency were centered and scaled. The 

Trial number was log-transformed. The maximal model also included a by-Picture random 

intercept and random slopes for Group, Context, participant’s Age, Age of L2 acquisition, and 

L2 proficiency. Additionally, we used a by-Participant random intercept with random slopes for 

Context and Word-frequency.  

We fitted the maximal models first (Barr et al., 2013). If the model did not converge, we first 

removed correlations between random effects and in the next step, the random effects with 

the smallest unique variance, following the recommendation by Bates et al. (2018). Absolute 

t-values greater than two were considered significant. For pairwise comparisons, the 

emmeans package was used (Lenth, 2021). 
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4.4 Results 

The results are presented in Table 2.4 and Table 2.5. For the P2 component, the results 

revealed a significant interaction between Group and Context, demonstrating a modulation of 

the P2 component in the migrant group due to the language context: higher P2 amplitudes 

were observed during L2 immersion compared to after L1 reimmersion (see Figure 2.1). In 

contrast, no differences in the P2 amplitudes between contexts were found for the control 

group (see Table 2.3). Contrary to our predictions, we also did not observe the effect of 

frequency on mean amplitude in either the P2 or N300 components. Additionally, there was a 

significant effect of the participant’s Age on the P2 amplitude with an increased amplitude for 

older participants. Overall, we found a more frontal distribution for the P2 within the L2 

reimmersion effect than expected based on the previous studies (Costa et al., 2009; Strijkers 

et al., 2010; 2011; 2013). 

In the analysis of the N300 component, we found no main effects of Group or Context (see 

Figure 2.1 panel B) and no significant interactions. 
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Figure 2.1 

Note. Stimulus-locked grand average ERP waveforms for naming P2 and N300 for the Migrant and 
Control groups. Waveforms depict mean voltages recorded from the midline electrodes Fz, Cz, Pz 
and Oz. 
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Figure 2.2 

 

Note. Scalp topography maps for naming P2 (A, B) and N300 (C, D) and for the migrant group (A, C) 

and the control group (B, D). Selected electrode clusters used for calculating mean amplitudes are 

marked in white. 
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Table 2.3 

Summary of the electrophysiological data. 

ERP component Group During L2 
immersion / X-
Context 

After L1 
reimmersion / Y-
Context 

Context 
comparison 

P2 Migrant group 0.11 (0.07) 0.01 (0.07) z = -2.10; 
p = 0.04* 

Control group -0.09 (0.07) -0.03 (0.07) z = 1.42; 
p = 0.16 

Group 
comparison 

z = -1.78; 
p = 0.08 

z = -0.38; 
p = 0.71 

 

N300 Migrant group -0.02 (0.08) -0.10 (0.09) z = -1.70; 
p = 0.09 

Control group 0.03 (0.09) 0.07 (0.09) z = 0.76; 
p = 0.45 

Group 
comparison 

z = 0.36; 
p = 0.72 

z = 1.28; 
p = 0.20 

 

Note. The table gives the predicted amplitudes of the two ERP time windows for the two groups in the 

two Contexts and the pairwise comparison from their respective linear-mixed models by using the 

emmeans function. Standard errors are given in parentheses. 
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Table 2.4 

Fixed effects for the LME model with ERP amplitude and both groups for the P2 component. 

 Estimate SE t by- Picture 
SD 

by- Participant 
SD 

Intercept -0.07 0.07 -0.96 0.10 0.32 

Group 0.12 0.10 1.15   

Context 0.01 0.03 0.47  0.18 

Word-lexical frequency 0.00 0.01 -0.24 -  

Participant’s Age 0.21 0.05 4.35***  - 

Age of L2 acquisition -0.05 0.05 -0.95  - 

L2 proficiency -0.06 0.04 -1.44   

log (Trial number) 0.02 0.02 1.19   

Group: Context 0.16 0.06 2.48*  - 

Group: Word-lexical frequency 0.00 0.02 0.16  - 

Control Group: Context: Word-
lexical frequency 

-0.01 0.03 -0.21  - 

Migrant Group: Context: Word-
lexical frequency 

0.04 0.03 1.36  - 

* p < 0.05, ** p < 0.01, *** p < 0.001  
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Table 2.5 

Fixed effects for the LME model with ERP amplitude and both groups for the N300 component. 

 Estimate SE t by- Picture 
SD 

by- Participant 
SD 

Intercept -0.13 0.08 -1.53 0.22 0.39 

Group -0.11 0.13 -0.86   

Context 0.02 0.03 0.66 0.08 0.21 

Word-lexical frequency 0.01 0.02 0.71 -  

Participant’s Age 0.03 0.06 0.42  - 

Age of L2 acquisition -0.05 0.06 -0.78  - 

L2 proficiency 0.02 0.05 0.33   

log (Trial number) 0.04 0.02 1.90   

Group: Context 0.12 0.07 1.75  - 

Group: Word-lexical frequency 0.02 0.02 0.76  - 

Control Group: Context: Word-
lexical frequency 

-0.01 0.03 -0.33  - 

Migrant Group: Context: Word-
lexical frequency 

0.03 0.03 1.07  - 

* p < 0.05, ** p < 0.01, *** p < 0.001 
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4.5 Discussion 

In the present study, we explored neural signatures of L1 lexical access in language 

production of bilinguals in an L1 environment (native language country) and an L2 environment 

(foreign language country). To this aim, we compared the EEG response evoked during an L1 

picture-naming task of a group of Polish-English migrants immersed in the L2 environment 

with that of a control group of Polish-English bilinguals in the L1 environment. Moreover, we 

explored the migrants’ L1 lexical access under two different conditions: during L2 immersion, 

and after a short-term reimmersion in the L1 environment. We focused on two ERP 

components: P2 and N300, previously associated with the ease of lexical access (Strijkers et 

al., 2010; 2011; Wodniecka et al., 2020). 

We tested three predictions: first, if long-term immersion in the L2 environment results in 

decreased accessibility of L1 words, we should observe larger amplitudes of the P2 and N300 

effects in the migrant group compared to the control group. Second, if a short-term 

reimmersion in L1 can reverse the decreased access to L1 words due to long-term immersion 

in L2, we should observe lower amplitudes of the P2 and N300 component in migrants after a 

reimmersion in the L1 context compared to migrants during L2 immersion. Finally, if the effects 

of decreased access to L1 words are primarily visible in high-frequency words (as we argue 

in Casado et al., 2023), we should observe larger differences in frequencies for P2 and N300 

amplitudes in the migrant group after reimmersion in L1 than during immersion in L2. 

Regarding the first prediction, the results of the present analyses showed no ERP modulation 

related to overall differences between migrants and control bilinguals. The absence of the 

overall group effect in the ERPs mirrors the absence of overall differences between the groups 

in L1 naming latencies (see also Casado et al., 2023). We, therefore, conclude that despite 

the long-term immersion of the migrant bilinguals in the L2 environment, there are no clear 

traces of the loss of the native language access, either in overt behavior, or in the early 

electrophysiological markers of the lexical access. Still, the P2 component was sensitive to 
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short-term changes in migrants’ language environments, matching our second prediction. That 

is, higher amplitudes were evoked during L2 immersion vs. after L1 reimmersion, indicating 

that a short-term reimmersion in the L1 environment improved some aspects of the L1 lexical 

access in migrants, at least those detectable by the P2 component. However, we could not 

confirm our third prediction as there was no effect of the lexical frequency as both the P2 and 

N300 were insensitive towards any frequency manipulation. The N300 component was also 

not responding to any of our comparisons (migrants vs. control; migrants’ L2 immersion vs. 

L1 reimmersion). 

Below, we discuss the implications of our findings for our understanding of the long- and short-

term adaptations of bilinguals' cognitive system to the language environment. 

4.5.1 Effects of long-term immersion 

In line with our behavioral results reported in Casado et al. (2023), we observed no significant 

differences in either P2 or N300 mean amplitudes when comparing the evoked responses of 

migrants with those of the control group. This pattern of results also aligns with previous 

behavioral results which found that the lexical access in the native language of migrants living 

in L2 environments for long time does not differ from bilinguals living in an L1 environment 

(Beatty-Martinez et al., 2020; Yilmaz & Schmid, 2012) or an environment in which two 

languages are frequently mixed (Beatty-Martinez et al., 2020). Together with the data reported 

here, the evidence so far suggests that long-term immersion in the L2 does not result in 

generalized difficulty in accessing native access words. Migrants are able to maintain L1 

equally functional as in bilinguals who reside in the L1 environment on both the behavioral and 

neural levels, even after long-term L2 immersion. 

The fact that access to L1 lexical information is not negatively affected by immersion in the L2 

environment (as shown by the lack of group differences in naming latencies and in mean 

amplitudes) is consistent with the interface hypothesis originally proposed by Sorace and 

Filiaci (2006). This framework offers an explanation for the difficulties experienced by highly 
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proficient balanced bilinguals immersed in an L2 environment when accessing L1. It posits 

that long-term L2 immersion only affects the sensitivity to high-level structures like the 

interface between syntax and pragmatics (e.g., during anaphora resolution, see Köpke & 

Genevska-Hanke, 2018; Chamorro et al., 2016; Chamorro & Sorace, 2016), rather than 

causing a permanent change in speakers L1 knowledge representations like vocabulary 

(Chamorro & Sorace, 2019; Sorace, 2011, 2016). Here we provide the first evidence from 

electrophysiological investigation suggesting that low-level structures (i.e., lexical level) 

indeed do not seem to be affected by L2 immersion. This adds to the accumulated body of 

research indicating that difficulties accessing L1 encountered by bilinguals long-term 

immersed in the L2 environment affect online sensitivity rather than causing a permanent 

change in the speaker's L1 knowledge representations (Chamorro et al. 2016; Sorace, 2011; 

2016). 

4.5.2 Short-term changes triggered by the language environment: L2 
immersion vs. L1 reimmersion 

Concerning the short-term manipulation of the migrants’ language environments, we found 

that the short-term reimmersion in the L1 environment was related to a change in neural 

response to picture naming in L1. More specifically, after short-term L1 reimmersion the P2 

amplitude was reduced. The P2 component was previously associated with the ease of lexical 

access with higher amplitudes under more difficult conditions (Costa et al., 2009; Strijkers et 

al., 2010, 2011, 2013). Following this interpretation, the decreased amplitude of P2 after L1 

reimmersion seems to indicate that migrants benefited from spending time in the L1 

environment, such as this short visit to the native language country facilitated access to L1 

compared to during immersion in the L2 environment. However, the interpretation of the P2 

component as an index of ease of lexical access was based on its sensitivity to word-lexical 

frequency, such as low-frequency words evoked higher P2 amplitudes compared to high-

frequency words (Strijkers et al., 2010). Yet, in the present study, we did not find a modulation 

of the P2 component triggered by the word-lexical frequency either as a main effect (as 
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expected based on Strijkers et al., 2013) or as interacting with the environment (as reported 

on the behavioral analysis presented in Casado et al., 2023). Therefore, it is unclear whether 

the observed P2 component should indeed be taken as an index of lexical access. Not only 

was our P2 not sensitive to word-lexical frequency, but also the overall distribution of our 

fronto-central component differs from the typical broad centro-parietal distribution reported in 

previous studies characterising the P2 as a lexical access index using lexical frequency (e.g., 

Costa et al., 2009; Strijkers et al., 2010; 2011) (see Figure 2.1 panel A, bottom). Indeed, 

Strijkers et al. (2013) too found differing distributions for the language effect (central, in L1 vs. 

L2 comparison) and lexical frequency (centro-parietal, for low vs. high frequency word 

comparison). Therefore, it is likely that the P2 component found in the present study does not 

reflect the difficulty of lexical L1 access, but a different underlying process.  

One previous study using a picture-naming task reported a P2 component similar in terms of 

fronto-central distribution to the one reported here (Branzi et al., 2014) but offering a different 

interpretation than Strijkers et al. (2010) of what the P2 component indexes. Rather than 

seeing the P2 component as an index of lexical access difficulty, Branzi et al. (2014) 

suggested that P2 component could reflect the mechanisms of language regulation, in 

particular, it could index the application of proactive control. In their study, Branzi et al. (2014) 

investigated the scope of global-local language control in a group of balanced bilinguals. The 

participants named new and repeated pictures in their native or second language in blocks 

divided by language following different orders: L1-L2-L1 or L2-L1-L2. Under the L1-L2-L1 

order, the authors found that when balanced bilinguals named in L1 after using L2, higher P2 

amplitudes were evoked compared to the first block of L1 naming, for both, repeated and new 

items. The authors argued that the P2 component in their study was reflecting language 

control mechanisms applied during L1 lexical access to proactively manage the persisting 

activation of the previously used language —in their design, L2— that would create 

interference within the subsequent naming in the L1. 
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Following the interpretation of the P2 component proposed by Branzi et al. (2014), our results 

may indicate that a short-term re-immersion in L1 influences the proactive control mechanisms 

applied during L1 lexical access. In our study, we found a modulation of the P2 component of 

the migrant group under the different language environments: P2 amplitudes were decreased 

after a reimmersion in the L1 environment compared to during immersion in the L2 

environment. In our case, the higher P2 amplitudes during immersion in the L2 environment 

could be reflecting the application of proactive control to regulate the interference from the L2 

when accessing L1. Similarly, the lower P2 amplitudes after reimmersion in the L1 

environment could be reflecting a decrease in the application of proactive control during L1 

access, given the reduced interference from L2 in the L1 environment.  

Two other studies support the interpretation suggesting that proactive control plays a crucial 

role in regulating interference between L1 and L2 in different language environments. Beatty-

Martínez et al. (2020) and Zhang et al. (2021) both demonstrated that bilinguals living in their 

L2 environment, compared to bilinguals in the L1 environment, are more likely to use proactive 

strategies for cognitive control, measured with the AX-CPT task (Braver et al., 2007). Both 

studies argue that constant exposure to L2 in the L2 environment trains bilinguals to use 

alternative strategies of control to fight interference from the unwanted language (L2 when 

accessing L1), like proactive control. This interpretation can also be reconciled with the 

discrepancies between two different P2 distributions observed in comparisons between 

languages (Strijker et al., 2013) and in comparisons between low- and high-frequency words 

(Baus et al., 2020; Strijkers et al., 2010, 2011). While both these effects have been previously 

proposed to reflect a lexical access difficulty, they may in fact correspond to two different 

mechanisms, both relevant to bilingual speech production. The P2 component found in centro-

parietal electrodes (Baus et al., 2020; Strijkers et al., 2010) can indeed reflect a lexical 

access difficulty that drives the word-frequency effect. On the other hand, the P2 component 

found over the fronto-central electrodes may reflect an engagement of proactive control. 
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Engagement of proactive control due to increased interference between languages can be 

well justified in all studies that report the fronto-central P2. First, in Strijkers et al. (2013), a 

larger P2 amplitude is observed in speech production in L2, a weaker language that needs to 

deal with interference from the more strongly activated L1. Second, Branzi et al., (2014) report 

a larger fronto-central P2 in response to naming in L1 after L2 compared to a baseline L1 

naming. In this case, use of L2 prior to L1 can lead to a temporary increase in L2 activation 

level that results in increased interference between the two languages in the subsequent 

production in L1 (for the discussion of the influence of recent language use on bilingual 

language control see Blanco-Elorrieta & Caramazza, 2021; Casado et al., 2023). Finally, 

our results show increased fronto-central P2 in response to speech production during long-

term immersion in L2 compared to a context of short-term re-immersion in L1. As previously 

explained, living in the L2 environment may result in an increase of L2 activation and 

consequently lead to higher interference between languages. 

Regarding the N300, we decided to explore this component as it was previously identified as 

a marker of L1 lexical retrieval difficulties during picture recognition (Wodniecka et al., 2020). 

Still, we did not find modulations of the mean amplitude, neither during the between-group 

comparison nor when comparing migrants during L2 immersion and after L1 reimmersion. The 

lack of modulation in the between-group comparison aligns with the behavioral results 

(Casado et al., 2023), confirming that L1 retrieval abilities during picture recognition were not 

affected in migrants as a consequence of long-term immersion in the L2 environment. 

Moreover, the lack of modulation by the context in the migrant group supports the idea that 

the P2 component found in this study was not really capturing the ease of lexical access but 

could have been related to the appliance of proactive language control during L2 immersion 

vs. after L1 reimmersion. Still, additional studies are required to confirm this interpretation. 

In summary, our results reveal that the way long-term migrants’ access L1 words may be 

different depending on the language environment. Following Branzi et al. (2014) interpretation 
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of the P2 component as a marker of proactive control applied by bilinguals to regulate 

language interference and aligning with Beatty-Martínez et al. (2020) and Zhang et al. (2021) 

studies, we propose that the P2 modulation observed in our study could reflect the 

engagement of proactive control in speech production. Under this explanation, involvement of 

proactive control applied during immersion in the L2 environment would be higher, as the level 

of L2 activation in this context is increased and thus controlling the interference between 

languages may be more effortful than in the L1 environment. It would get reduced following a 

short-term L1 reimmersion in which the L2 activation decreases, as L2 is used much less in 

the native language context. Altogether, our results could be taken as evidence for the 

hypothesis that bilingual cognitive systems adapt to language environments, adjusting 

strategies of language control as more or less proactive. 
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4.6 Conclusion 

In this study, we show that migrants adapt their language system depending on the language 

environment they are immersed in. These changes are manifested by modulations in 

electrophysiological response to naming pictures in the native language, such as higher 

amplitudes for the P2 component during L2 immersion and lower amplitudes after L1 

reimmersion. We propose that this pattern of results demonstrates the use of different forms 

of language control depending on the language environment. Altogether, it seems that the 

bilingual language system accommodates the long-term experience of using each language 

and readily adapts to new ratios of each language exposure that changes in each language 

environment. 
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5.1 Abstract 

Several previous studies showed transfer effects between language control and domain-

general control. The present study investigated whether enhancement of cognitive control is 

driven by training in forced language switching (i.e., constrained by external cues) and would 

not occur after voluntary language switching. Participants completed a non-linguistic task 

switching paradigm before and after language switching training. Half of the participants were 

forced to switch languages while naming pictures, while the other half could choose the 

language freely on each trial. The behavioral results showed no significant change in switch 

costs from pre-test to post-test between the two groups. However, the forced language 

switching group revealed reduced mixing costs compared to the voluntary language switching 

group after training. A significant change in P3 mixing costs further supported this effect. The 

transfer of forced compared to voluntary language switching training to non-linguistic switching 

in mixing costs indicates that externally induced language switching requires sustained but 

not necessarily transient cognitive control.   
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5.2 Introduction 

A remarkable feature of bi- and multilingual individuals is their ability to quickly and accurately 

switch back and forth between their first (L1) and second (L2) language. Switching between 

languages has been proposed to enhance non-linguistic cognitive control (i.e., the set of 

cognitive processes responsible for goal-directed behavior; for an overview, see Friedman, 

2016; Kroll et al., 2014). However, the idea of shared mechanisms between language 

switching and cognitive control has come under criticism recently, with inconsistent evidence 

for and against it (Lehtonen et al., 2018). Recently, Blanco-Elorrieta and Pylkkänen (2018) 

have hypothesized that language switching can only enhance cognitive control if it occurs 

under certain communicational conditions. Only if language switching is forced by external 

demands, such as a monolingual interlocutor, does it involve and thereby enhance cognitive 

control. Following similar ideas, we designed a training study that compared the impact of 

forced versus voluntary language switching on non-linguistic task switching efficiency. Polish-

English bilinguals completed a picture-naming training involving two types of language 

switching. Before and after the training, they performed a non-linguistic switching task to 

measure the impact of language switching training on cognitive control mechanisms. Based 

on the Adaptive Control Hypothesis (ACH hereafter) by Green and Abutalebi (2013), we 

expected a greater reduction in non-linguistic switch costs after forced language switching 

training than after voluntary language switching training. To supplement the behavioral data, 

we also recorded brain activity using electroencephalography (EEG), specifically the P3 

component to measure mental effort during task switching. 

5.2.1 The Adaptive Control Hypothesis 

The ACH suggests that the effects of bilingualism depend on the specific language usage that 

a speaker engages in their daily life. Depending on the individual experiences, the associated 

control processes adapt to the demands imposed on them by the language context. 

Specifically, the hypothesis distinguishes between three primary conversational contexts: a 
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single-language context, where a single language is limited to a single context, a dual-

language context, in which two languages are presented but separated for different speakers, 

and finally, the dense code-switching context, wherein two languages are mixed within speech 

and single utterances. 

The ACH makes predictions for eight different cognitive control abilities used differently in the 

three contexts. The most interesting discrepancies exist between the dual-language and code-

switching contexts. Because in the dual-language context, speakers have to be ready to switch 

their language immediately when facing a new speaker, among other abilities, cue detection, 

response inhibition, task engagement, and disengagement are required. Speakers must be 

able to recognize and process the arrival of new dialogue partners to know when they have to 

switch to a different language, activating their cue-detection abilities. When a new 

conversation has been established, they have to stop themselves from using the incorrect 

language and engage in response inhibition to suppress any spurious activations of non-

intended language. Finally, task engagement or disengagement is required to complete the 

entire process of activating a new required language system while shutting down the old one. 

In the dense code-switching context, carefully selecting a given language is less important as 

all speech partners can understand multiple languages and mix their languages freely within 

conversations and utterances. Therefore, a speaker in the dense code-switching context 

should have a reduced need for cue detection, inhibitory control, or task engagement and 

disengagement. Instead, they can optimize their speech patterns by flexibly adapting to the 

present situation using previously primed phrases or selecting words based on their dynamic 

accessibility. 

5.2.2 Testing the ACH 

Because the language contexts described above vary greatly in the required executive control 

needs, speakers who are active in different conversational contexts should also, according to 

the ACH, demonstrate varying efficiency in cognitive non-linguistic tasks that share underlying 
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cognitive mechanisms. For example, bilinguals recently having been in a dual-language 

context should outperform speakers with recent exposure to the code-switching context in 

tasks involving response inhibition like the go/no-go task due to their extensive use of 

response inhibition in their language use in the dual-language context. 

There are two possible methodological approaches to test the different usage of cognitive 

control between conversational contexts. The first is to compare the performance of bilingual 

populations with differences in their daily language use and language switching behavior in 

non-linguistic cognitive tasks. With such a design, Beatty-Martínez et al. (2020) compared 

Spanish-English bilinguals from an L1-dominant environment, an L2-dominant environment, 

and a code-switching environment. The authors found that the three groups differed in their 

use of cognitive control, as measured by the AX-CPT task. While bilinguals in their native 

language environment relied more on adaptive strategies, bilinguals from an L2-dominant 

environment used more proactive control, while code-switching bilinguals used a mix of these 

strategies. Similar between-group comparisons found that bilinguals from the dual-language 

context, compared to single-language context bilinguals, showed reduced task switch costs 

(Hartanto & Yang, 2016) and more efficient conflict resolution (Ooi et al., 2018). 

The second approach involves the experimental simulation of language contexts and 

assessing their impact on non-linguistic cognitive tasks. Two typical cognitive tasks in these 

types of experiments are the linguistic switching task using picture naming and the non-

linguistic task switching task. The picture naming task involves presenting a series of pictures 

to participants accompanied by a cue that indicates the appropriate language in which a 

picture should be named (i.e., language switching paradigm). By using multiple cues for 

different languages, participants are asked to switch between languages in a controlled setting 

resembling the dual-language context. Typically for this task, longer naming latencies are 

observed when switching between languages compared to repeating the same language 

(switch cost). In addition, when switching from the weaker language (L2) to the more dominant 
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one (L1), naming latencies are also increased (switching asymmetry, Meuter & Allport, 1999). 

Finally, participants often demonstrate longer naming latencies in blocks of language 

switching compared to pure language blocks in which only one language is used (mixing costs, 

Christoffels et al., 2007). While switch costs are hypothesized to reflect short-term or transient 

language control mechanisms that operate on a trial-to-trial basis, mixing costs are thought to 

manifest more global control processes that are applied to the entire or large parts of the 

language system, such as conflict monitoring (for a review see: Declerck & Philipp, 2015). 

Non-linguistic task switching follows a similar design as the linguistic switching task. 

Participants categorize presented shapes according to color or shape rules during this 

paradigm. The sorting rule to be followed by the participant is determined by a given cue, for 

instance, if they should sort stimuli by color or shape. Like language switching, participants 

also demonstrate switch and mixing costs with longer reaction times in switch trials than 

repetition trials and longer reaction times in mixed blocks than single-task blocks. While switch 

costs are assumed to reflect the after-effects of task-set reconfiguration, mixing costs are 

thought to reflect global cognitive processes and differences in working memory load (for a 

review, see: Kiesel et al., 2010). Given these well-known effects, multiple studies have used 

language switching (Zhang et al., 2015), non-linguistic task switching (Hartanto & Yang, 2016; 

López Zunini et al., 2019; Paap et al., 2017), or both (Calabria et al., 2012; Liu et al., 2019; 

Prior & Gollan, 2013; Timmer et al., 2019) to examine the relationship between language 

control and domain-general control. Several of these studies found transfers between 

language switching training and non-linguistic domains. For instance, participants showed 

better conflict monitoring by reducing mixing costs in non-linguistic switching after naming 

Arabic numerals in either Mandarin or English (Liu et al., 2019). Training in Chinese-English 

picture naming has also been shown to improve performance in the AX-CPT task, suggesting 

improved goal maintenance (Zhang et al., 2015). Similarly, training in cued non-linguistic task 

switching can transfer to a cued language switching task using digit-naming in the form of 

reduced mixing costs (Prior & Gollan, 2013). Crucially, the transfer effects differ for the type 
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of language training. When comparing naming in only L2 against switching in both languages, 

pure block naming in L2 can improve inhibitory control (Liu et al., 2019) and language 

switching training has been shown to lead to greater efficiency in non-linguistic switching 

(Timmer et al., 2019) and conflict monitoring (Liu et al., 2019). Timmer et al. (2019) examined 

two groups of bilinguals who completed a non-linguistic switching task in a pre- and post-

training design. One group of bilinguals received language switching training during the 

training session with cues determining the language, and another group received blocked 

naming training. The results revealed that training in language switching, but not blocked 

naming, decreased switch costs in the post-training session, demonstrating the close 

relationship between language specific processes and domain-general cognitive control. 

Still, there remain some open questions. Many of the studies mentioned above contrasted 

language switching training to either no training (Prior & Gollan, 2013; Zhang et al., 2015) or 

monolingual picture naming (Liu et al., 2019; Timmer et al., 2019). Therefore, it is unclear 

where the observed transfers from language switching to cognitive control originate. Are they 

the result of simply using multiple languages within a mixed language context, or are they 

caused, as the ACH suggests, by some unique environmental conditions of the language 

context? The question is if an increased transfer from linguistic to non-linguistic domains of 

specific cognitive control abilities arises because of the presence of two languages or because 

higher demands were placed on the cognitive control system through unique properties of the 

language context. 

5.2.3 Language competition and cooperation 

Following the ACH, Blanco-Elorrieta, and Pylkkänen (2018) made more specific predictions 

for conditions under which language switching might impact non-linguistic cognitive control 

abilities. They argued that experimental paradigms must be carefully selected to create a 

realistic and ecologically viable simulation of the bilingual experience. They observed that 

language switching is not as effortful as language switching within artificial cognitive tasks in 
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many real-life cases. The researchers proposed that only forced language switching based on 

external constraints is effortful and requires additional executive control. In contrast, voluntary 

language switching, in which participants can choose their language freely, shows significantly 

reduced costs, processing speed, and cognitive resources (Blanco-Elorrieta & Pylkkänen, 

2017). While participants need to follow a given language instruction during forced language 

switching, during voluntary language switching, bilinguals can adjust their language system 

based on internal demands, like lexical accessibility and semantics, requiring fewer cognitive 

resources. Because voluntary language switching requires less cognitive control, these 

cognitive mechanisms are less activated, and there is no performance transfer from the 

linguistic to the domain-general cognitive control. 

Following the ACH, it seems likely that language contexts place different levels of demand on 

the cognitive system, impacting the executive control system to varying strengths. Only 

contexts with relatively high cognitive demand can train executive control abilities and lead to 

improvements in general cognitive control. In their recent review, Beatty-Martínez and Titone 

(2021) followed a similar line of thinking. They suggested that two languages can be used 

cooperatively, in contrast to contexts where the two languages are either highly 

compartmentalized and compete with each other or where the two languages are mixed only 

in a highly regulated way. In that sense, language cooperation refers to environments that 

allow the beneficial use of multiple languages within the same context.  

Evidence from so-called voluntary language switching paradigms supports the idea that 

language switching does not have to be adversarial and reduce the speed of using one or 

both languages. This task is in many ways identical to the language switching task using 

picture naming, only that there is no cue present to determine the target language used by the 

participant. Instead, participants are asked at the beginning of the task to use both languages 

during the task. Participants are, therefore, able to choose languages of their own volition. 

Some initial studies examining voluntary language switching have already found performance 
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advantages in overall speed and switch costs during language production. Generally, 

participants were faster as they could choose words freely based on lexical access and word 

frequency to optimize their speech production (de Bruin et al., 2018; Gollan & Ferreira, 2009; 

Gross & Kaushanskaya, 2015). By using each language depending on the availability of a 

given word in L1 or L2, bilinguals were able to reduce switch costs and decrease naming 

latencies overall with, in some cases, even greater speed than monolingual speech (de Bruin 

et al., 2018; Gollan et al., 2014; Jevtović et al., 2020; Kleinman & Gollan, 2016). Furthermore, 

previous studies demonstrated that voluntary language switching leads to reduced activation 

of brain areas related to language control (Blanco-Elorrieta & Pylkkänen, 2017), suggesting 

that cooperative language switching requires less cognitive effort to control. 

It remains an open question what the exact processes are underlying forced versus voluntary 

language switching. The ACH predicts that only language switching controlled by external 

constraints, like language cues, requires extensive control processes (task engagement and 

disengagement), while voluntary language switching primarily uses opportunistic planning. In 

a similar line of thought, Blanco-Elorrieta and Pylkkänen (2018) suggest that only external 

demands, such as language cues forcing a language switch, would lead to a transfer from 

language switching to non-linguistic task switching performance. Our study aims to test 

whether external constraints on language choice (i.e., cues incorporated in the task) involve 

additional domain-general cognitive control. We compared forced and voluntary language 

switching and its impact on non-linguistic switching in behavioral and electrophysiological data. 

5.2.4 Electrophysiological measures of task switching and mixing 

A popular measure to assess non-linguistic task switching performance is the target-locked 

central-parietal P3 component. It is a positive event-related potential around 300ms after 

stimulus presentation. The typical pattern in the target-locked P3 is a more negative amplitude 

on switch compared to repeat trials (Karayanidis et al., 2003, 2011; Kieffaber & Hetrick, 2005; 

Lorist et al., 2000; Nicholson et al., 2005; Poulsen et al., 2005). During task mixing, the P3 
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also shows a more negative amplitude in mixed block trials compared to pure block trials (Bae 

& Masaki, 2019; P. D. Gajewski & Falkenstein, 2011; Goffaux et al., 2006; Jost et al., 2008). 

Generally, a more negative amplitude for the P3 component is assumed to reflect fewer 

available resources in working memory to process the current target (Kok, 2001; Polich, 2007). 

For switch costs, a more negative P3 amplitude during switch trials was interpreted as higher 

task demands and an increased working-memory load, resulting in a greater task difficulty for 

switch than repeat trials (Karayanidis et al., 2003, 2011; Lorist et al., 2000). In a similar way 

of thinking for mixing costs, more negative P3 amplitudes during repeat trials from the mixed 

block compared to trials from the pure block reflect the need for greater working memory 

capacity to maintain multiple task rules in mind at the same time (Goffaux et al., 2006; Kok, 

2001). The amplitude of the P3 can, therefore, be seen as an indicator of mental effort: a more 

positive P3 amplitude is interpreted as a high amount of resources available to a single task, 

while a more negative P3 amplitude indicates a lower amount of resources available, either a 

result of competition between multiple tasks or an increase in single task difficulty (Lorist et 

al., 2000; Wickens et al., 1983). 

However, this interpretation of P3 is not always as straightforward. Some studies (Barcelo et 

al., 2006; Timmer et al., 2017) found a more positive P3 amplitude for switch trials than for 

repeat trials. A possible explanation for these results might be that P3 reflects a multitude of 

different mental processes that contribute differently to the overall cognitive demands indexed 

by P3 (Kok, 2001). Depending on the specific task design, mental processes such as attention 

and working memory might independently increase switch and mixing costs. While the P3 

amplitude might increase due to the availability of additional mental resources during pure 

block trials in task mixing, a greater task difficulty of switch trials during task switching might 

decrease the P3 amplitude. For instance, the target-P3 amplitude might increase in pure block 

trials compared to repeat trials from the mixed block as a result of the greater availability of 

mental resources. Within the same experiment, other factors such as age or exposure to 
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mental exercises could decrease it (Gajewski & Falkenstein, 2012). Therefore, the totality of 

the interplay between these processes can determine the final P3 amplitude patterns. Which 

direction the P3 amplitude changes take could consequently depend on the involved 

processes, which are determined by the specific task design (Kok, 2001). 

Table 1 

Overview of non-linguistic task switching studies reporting a target-locked P3 component 

Study Partici
pants 
(N) 

Time window 
(ms) 

Distribution P3 amplitude for 
switch vs. repeat 
trials 

P3 amplitude for 
pure vs. repeat 
trials 

Bae and Masaki, 
2019 

30 280 – 380 Parietal Repeat more 
positive 

Pure more 
positive 

Barcelo et al., 
2006 

16 330 – 350 Frontal-
central 

Switch more 
positive 

- 

Gajewski et al., 
2010 

91 300 – 600 Centroparie
tal 

Repeat more 
positive 

Pure more 
positive 

Gajewski and 
Falkenstein, 2011 

17 300 – 600 Centroparie
tal 

Repeat more 
positive 

- 

P. Gajewski and 
Falkenstein, 2012 

141 300 - 600 Centroparie
tal 

No effect Pure more 
positive 

Gehring et al., 
2003 

14 300 – 500 Central Repeat more 
positive 

- 

Goffaux et al., 
2006 

20 300 – 600 Posterior Repeat more 
positive 

Pure more 
positive 

Hsieh and Liu, 
2009 

12 300 – 600 Centroparie
tal 

Repeat more 
positive 

- 

Jost et al., 2008 16 300 – 800 Parietal  - Pure more 
positive 

Kamijo and 
Takeda, 2010 

40 250 – 600 Parietal No effect Pure more 
positive 

Karayanidis et al., 
2011 

95 400 – 600 Parietal Repeat more 
positive 

Pure more 
positive 

Kieffaber and 
Hetrick, 2005 

39 - Anterior Repeat more 
positive 

 - 
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López Zunini et 
al., 2019 

79 300 – 600 Centroparie
tal 

Repeat more 
positive 

Pure more 
positive 

Lorist et al., 2000 16 200 – 700 Anterior Repeat more 
positive 

- 

Nicholson et al., 
2005 

24 400 – 600 Parietal Repeat more 
positive 

- 

Periáñez and 
Barceló, 2009 

41 310 – 730 Parietal Switch more 
positive 

- 

Petruo et al., 
2019 

52 320 – 370 Parietal Repeat more 
positive 

- 

Poulsen et al., 
2005 

21 482 – 570 Parietal No effect - 

Travers and 
West, 2008 

20 200 – 400 Parietal No effect Mix more positive 

20 200 – 400 Parietal No effect Mix more positive 

Richardson et al., 
2022 

22 300 – 500 Parietal Repeat more 
positive 

Pure more 
positive 

Tsai et al., 2016 60 250 – 600 Parietal Repeat more 
positive 

Pure more 
positive 

Timmer et al., 
2017 

43 325 – 400 
(switch) 

300 – 375 
(mix) 

Central to 
occipital 

Switch more 
positive 

Pure more 
positive 

Whitson et al., 
2014 

95 300 – 700 Centroparie
tal 

Repeat more 
positive 

Pure more 
positive 

Wolff et al., 2018 26 320 – 380 Parietal Switch more 
positive (random 
trial order) 

Repeat more 
positive (fixed trial 
order) 

- 

Wong et al., 2018 201 200 – 600 Centroparie
tal 

Repeat more 
positive 

Mix more positive 

Note. Summary of studies examining target-locked P3 in non-linguistic task switching paradigms. 
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5.2.5 Current study 

The present study investigated how forced and voluntary language switching impact non-

linguistic task switching performance. Following previous claims in the literature, we 

hypothesized that forced language switching should set greater demands on the cognitive 

control system than voluntary language switching and, therefore, better train aspects of 

cognitive control related to task-set reconfiguration. If that is the case, we should be able to 

observe the differential consequences of two types of training on subsequent non-linguistic 

task switching performance. As the forced language switching group is encouraged to 

maintain the correct language use due to external constraints, the group should have a greater 

need for transient cognitive control. The voluntary switching group would be able to switch 

based on internal preferences, such as lexical access, and could therefore rely to a lesser 

degree on cognitive control. This would lead to a greater transfer in shared mechanisms 

between language switching and non-linguistic task switching in the forced language switching 

group compared to the voluntary language switching group. More specifically, we 

hypothesized that, by transferring the shared underlying processes between the linguistic and 

non-linguistic domains, the forced language switching training should lead to greater transfer 

reflected by increased efficiency during subsequent task switching in the form of reduced 

switch costs than the voluntary language switching training. The idea is that switch costs are 

assumed to represent these transient cognitive processes dealing with the interference from 

two distinct task-sets (Kiesel et al., 2010). Mixing costs, on the other hand, are thought to 

represent differences in global cognitive control and the availability of mental resources for 

maintaining multiple task sets (Braver et al., 2003; Prior & Macwhinney, 2010). Both groups 

will use L1 and L2 to similar degrees during language training, so there should be no 

differential transfer to the non-linguistic task switching afterward. Using a similar experimental 

design to Timmer et al. (2019), we investigated two matched groups of bilinguals who 

completed two different types of language switching training. One group used external cues 

to indicate language switches, while the other was able to switch between languages 
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voluntarily. Comparing the group's performance in a non-linguistic task switching task before 

and after training allowed for the measurement of the different impacts of dual-language 

context and dense code-switching context on domain-general cognitive abilities active during 

task switching.  

In preparation for the main experiment, we conducted two pilot studies: Pilot 1 and 2. In Pilot 

1, we established values for name agreement and language preference for our stimuli in our 

target population. For Pilot 2, we selected stimuli based on the results of Pilot 1. We designed 

a voluntary language switching task to determine the average switching behavior of our 

participants.  

For domain-general cognitive control, we focused on task switching and task mixing during 

the non-linguistic task switching paradigm.  For switch costs, the forced language switching 

group requires greater cognitive control and should benefit from greater efficiency transfer 

between the tasks. Mixing costs, on the other hand, are determined by the difficulty of 

managing multiple activated languages, while language switching requires the engagement 

and disengagement process on a trial-to-trial basis. Because the two types of language 

training should involve similar levels of activation of Polish and English and, therefore, similar 

levels of global language control, we expect no differential transfer of mixing efficiency 

between the linguistic and non-linguistic tasks for the two participant groups.  The 

measurement of both switch and mixing costs in the non-linguistic task switching task allowed 

us to dissociate the effects of externally controlled language switching and the overall 

exposure to two languages. To better assess the availability of cognitive resources during non-

linguistic task switching, we also supplemented the behavioral measurement by recording the 

target-locked P3 component to gain additional information about mental processing during 

non-linguistic task switching. 
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Suppose external demands during language switching in the form of language cues 

significantly impact the use of cognitive mechanisms. In that case, forced and voluntary 

language switching should differ in the extent to which they involve domain-general cognitive 

control. This difference should be reflected in transferring the general switching efficiency to a 

non-linguistic task switching paradigm. Following these assumptions, we proposed the 

following predictions for the main experiment: 

Prediction 1: After the forced language switching, participants will show smaller switch costs 

in reaction times, accompanied by smaller switch costs in the P3 mean amplitude, than after 

the voluntary language switching. 

This prediction is based on the idea that using language cues during the forced language 

switching restricts language choice within each trial and engages additional cognitive control 

abilities to maintain activation of the required language and prevent incorrect answers. The 

use of cognitive control will therefore be prominent in the forced language switching group and 

lead to a greater training effect compared to the voluntary language switching group. 

Prediction 2: Both forced and voluntary language switching should lead to comparable mixing 

costs observed in the subsequent task switching: no group differences were expected for 

mixing cost indices (repeat vs. pure trials) either in reaction times or P3 mean amplitude. 

We formulated this prediction based on the idea that while language cues restrict language 

choice for a particular trial, they do not change the overall presence of two languages in a 

given testing block, and therefore the global activation of both languages should be the same 

under the forced and voluntary language switching block. In other words, both types of 

language switching require similar global language control to manage language mixing and 

should show similar changes in mixing costs.  
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5.3 Methodology 

Pilot 1. Language preference pilot study 

Pilot 1 aimed at identifying pictures with high language preferences for the targeted languages 

(i.e., Polish and English). To this end, participants indicated whether Polish or English came 

first to their minds when seeing a set of pictures. The data served to calculate a language 

preference index. For the same pictures, participants completed a picture-naming task which 

served to calculate the name agreement for each picture. Additionally, each participant 

completed an L2 proficiency test and a background questionnaire.  

Pilot 2. Voluntary-switching pilot study 

Pilot 2 aimed to test whether the pictures selected based on language preference index and 

name agreement (Pilot 1) could elicit voluntary language switching in Polish-English bilinguals. 

The participants completed a version of the picture-naming task in which they were instructed 

to switch between languages on a voluntary basis. We assessed whether language choice 

adhered to the language preference index and whether classic language switching asymmetry 

occurred based on the collected data. 

Main experiment. Cognitive-demand study 

The main experiment aimed to test the conditions under which language switching enhances 

domain-general cognitive processes. The participants completed a non-linguistic task 

switching task before and after language training. For one half of the participants, the language 

training took the form of voluntary language switching, and for the other half, forced language 

switching. We recorded both behavioral and electrophysiological (EEG) measurements. The 

comparison of neurocognitive performance between the two types of language training 

allowed the investigation of how different types of language switching affect the mechanisms 

of cognitive control.  
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5.3.1 Methodology Pilot 1 

5.3.1.1 Participants 

Only right-handed Polish native speakers in the age range of 20 – 35 years who lived in Poland 

and declared a relatively good proficiency in English were invited to the study. The total 

number of participants was 60, all recruited using the online platform Prolific 

(www.prolific.com; for the questions used for the participants’ selection, see Appendix 8.3.1). 

All participants were healthy young adults (20 females; mean age of 23.48 years, SD = 3.98) 

with normal or corrected-to-normal vision. The participants considered themselves as having 

average socioeconomic status5. 

All participants were late language unbalanced bilinguals. They acquired Polish as their native 

language (L1) from birth and, on average, started learning English (L2) around the age of 6.73 

years (SD = 1.99). The participants’ language proficiency and use were evaluated using a 

language background questionnaire based on Marian and colleagues (2007) and Li and 

colleagues (2014). They rated their L1 proficiency (M = 8.74, SD = 1.11) significantly higher 

than their L2 proficiency (M = 7.51, SD = 1.06; p < .001). Descriptive statistics related to 

language proficiency can be found in Appendix 8.3.2. Their proficiency in L2 was additionally 

measured with a lexical test for advanced English learners (English LexTALE hereafter; 

Lemhöfer & Broersma, 2012). On average, participants scored relatively highly in this task (M 

= 71.6%; SD = 11.6%). The data of all participants were included in the reported analysis. 

5.3.1.2 General procedure 

Pilot 1 was conducted online via the Gorilla platform (www.gorilla.sc). It consisted of four tasks 

and one questionnaire, always administered in the following order: (1) a language preference 

 
 

5 The participants' socioeconomic status was assessed using an 8-point scale based on Adler et al. (2000) from 
1 for "I see myself at the lowest level of society" to 8 for "I see myself at the highest level of society". Their 
average score was 4.68 (SD = 1.26) which referred to average socioeconomic status. 
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task, (2) a vocal picture-naming task, (3) a written picture-naming task, (4) a language 

background questionnaire, and (5) the LexTALE. Participants performed the tasks on their 

personal computers with all instructions given in Polish on the screen. As the vocal picture-

naming task required participants to name pictures aloud, we first verified the audio quality of 

their data with a short practice session (five trials to be named in Polish). Only participants 

with good quality vocal recordings were invited to participate in the pilot. The completion of all 

tasks took approximately 50 minutes. 

5.3.1.3 Stimuli 

The picture set for the language preference, vocal-, and written picture-naming tasks was the 

same. It consisted of 96 colored pictures from the database for Cross-Linguistic Lexical tasks 

(Haman et al., 2017) and 22 black-and-white pictures from a study by Blanco-Elorrieta & 

Pylkkänen (2017), resulting in 118 pictures in total. 

All pictures depicted non-cognates and non-compound nouns with a name agreement score 

above 80% in both Polish and English (Szekely et al., 2004). We selected pictures with the 

highest word frequency differences between Polish and British English under the assumption 

that the more often encountered a word in a language, the greater the preference for the use 

of that language. The word frequency was established based on the SUBTLEX databases for 

Polish (Mandera et al., 2015) and British English (Heuven et al., 2014). The selected 

databases provided two advantages over the other available databases. First, word frequency 

derived from subtitles from TV shows and movies instead of literature is considered to give a 

better estimate of natural word use on a daily basis. Second, subtitles have been shown to 

provide a better-standardized measure of word frequency, i.e., the Zipf-scale (i.e., the decadic 

logarithm of the frequency of a given word per billion words in the corpus; for details, see 

Heuven et al., 2014).  
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5.3.1.4 Procedure and design 

5.3.1.4.1 Language preference task 

Participants were asked to assess their language preference for every picture from the set of 

118 pictures (see section 5.3.1.3.). They indicated in which language (i.e., Polish or English) 

they preferred to name each displayed picture. In every trial, participants first saw a fixation 

cross for 250 ms, followed by the presentation of a picture and a slider, one below the other. 

The slider was labeled with “Polski” (“Polish”) on the left and “Angielski” (“English”) on the right 

side. The slider’s initial placement was in the center position, and participants moved the slider 

to the left for Polish and to the right for English preference. The slider allowed answering on a 

continuous scale, and no numerical values were presented. The farther from the center the 

slider was, the greater the preference for using a given language. There was no time limit for 

responding, and the participants advanced to the next trial on their own time with a button 

press. The answers of the participants were recorded as a numerical value between -100 and 

100, with -100 for Polish preference and 100 for English preference (language preference 

index hereafter). 

5.3.1.4.2 Vocal picture-naming task 

Participants were asked to name vocally every picture from the set of 118 pictures (see section 

5.3.1.3.). The pictures were presented one by one. Each picture was shown once for Polish 

and once for English, adding up to 236 trials in total. Each trial started with a 250 ms fixation 

cross, followed by the presentation of a language cue (i.e., Polish flag for Polish naming or 

British flag for English naming) and the picture together for the fixed interval of 3000 ms. The 

picture was displayed on the screen for the given time regardless of when a response was 

given. The order of the pictures and the two language cues were fully randomized. The task 

was divided into four mixed blocks (59 trials each), and the participants could take short breaks 

between each. 
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5.3.1.4.3 Written picture-naming task 

Participants were asked to write down the names of all 118 pictures in Polish and English in 

the corresponding text fields. Pictures were displayed one by one in random order. Two text 

fields were presented below the picture. Participants could advance to the subsequent trial at 

a self-paced speed without a time limit. The purpose of this task was to verify the answers 

given in the vocal naming task in case of bad audio quality. Since no problems with audio 

quality were encountered, only the vocal picture-naming data was analyzed. 

5.3.1.5 Analysis 

The analyses aimed at calculating the name agreement and language preference index for all 

118 pictures. For the vocal picture-naming task, only responses that were understandable and 

consisted of the correct name or synonym were included in the analysis. The name agreement 

scores for Polish and English were calculated by dividing the number of the most common 

picture name by the sum of the correct responses for each picture separately. For assessing 

language preference in Polish and English, the language preference index for each picture in 

each language was averaged across all participants. 

5.3.1.6 Results  

The mean name agreement scores were 93.95% for Polish names (SD = 10.45%; range: 

49.12% - 100%) and 86.26% for English names (SD = 26.49%; range: 35.29% - 100%). 

The mean language preference index across all pictures was -20.13 (SD = 28.20; participant 

range: -88.04 – 47.41), favoring on average Polish over English.  
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5.3.2 Methodology Pilot 2 

5.3.2.1 Participants 

The participants’ recruitment procedure and criteria were the same as in Pilot 1 (right-handed, 

Polish native speakers with a high English proficiency between the ages 20 to 35 years, 

normal or corrected-to-normal vision), with the additional criterion of a score of at least 60% 

on the English LexTALE (Lemhöfer & Broersma, 2012). Sixty Polish-English bilinguals were 

recruited for Pilot 2. Out of the total sample, nine participants were excluded from the reported 

analysis due to a low number of switching trials (less than 5%). Therefore, the analyses were 

conducted on a final set of 51 participants (13 female; mean age of 23.34 years, SD = 3.32). 

The participants considered themselves as having average socioeconomic status (SES rating: 

M = 4.78, SD = 1.33; for rating scale, see Footnote 1). 

All participants were late language unbalanced bilinguals. They acquired Polish as their native 

language (L1) from birth and learned English (L2) at a mean age of 6.48 (SD = 3.56). Similar 

to Pilot 1, they rated their L1 proficiency (M = 8.93, SD = 1.18) as significantly higher than their 

L2 proficiency (M = 7.61, SD = 1.35; p < .01). The proficiency in L2, measured with LexTALE, 

was relatively high (M = 71.63%; SD = 8.40%). Detailed descriptive statistics related to 

language proficiency can be found in Appendix 8.3.2.  

5.3.2.2 General procedure 

The study was conducted online via the Gorilla platform (www.gorilla.sc). Similarly, to Pilot 1, 

we first verified the audio quality of the data for the participants with a five-trial picture-naming 

task in Polish. Only participants with good quality vocal recordings were invited to participate 

in the pilot. During the pilot, participants completed a voluntary language switching task 

followed by a sociodemographic and language background questionnaire. All instructions 

were given in Polish on the computer screen. The entire pilot took approximately 35 minutes.  
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5.3.2.3 Stimuli selection 

A group of 16 pictures was selected based on the language preference data collected in Pilot 

1. Only pictures with a name agreement score above 75% in Polish and English were included. 

We only chose stimuli with different name onset letters and similar word lengths between 

translation equivalents (stimuli with a difference of four letters or more in their names were 

excluded). Based on the language preference index from Pilot 1 (for a detailed description, 

see section 5.3.1.4.1.), we created three stimuli sets: high Polish preference, high English 

preference, and ambiguous language preference. For each stimulus with a given preference 

for Polish, we have matched the stimuli with the equivalent preference for English. For 

example, if a stimulus had a relatively high preference for Polish (corresponding to a value of 

-20 on the slider), we matched the stimuli with a relatively high preference for English 

(corresponding to a value of 20 on the slider). Eight additional stimuli with ambiguous 

preference (corresponding to 0 on the slider) were also selected. Out of 16, four stimuli had 

high Polish preference (M = -19.63, SD = 6.86), four had high English preference (M = 22.18, 

SD = 5.74), and eight had ambiguous language preference (M = -1.15, SD = 5.63). The stimuli 

were also controlled for word frequency in Polish, American, and British English and semantic 

relatedness in English between the stimuli sets (Table 3.1; ps > .05). 
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Table 3.1 

Linguistic properties of the three stimuli sets. 

Statistic 

Stimuli sets 

Polish preference Ambiguous preference English preference 

Mean language 
preference indexa 

-19.63 (6.86) -1.15 (5.63) 22.18 (5.74) 

Word frequency Polishb 3.96 (0.74) 4.24 (0.76) 3.97 (0.12) 

Word frequency British 
Englishb 

4.37 (0.36) 4.76 (0.56) 4.43 (0.23) 

Word frequency 
American Englishb 

4.47 (0.23) 4.73 (0.56) 4.50 (0.14) 

Word Length Polishc 6.00 (0.82) 5.13 (1.25) 6.00 (2.94) 

Word Length Englishc 4.25 (0.95) 5.00 (0.75) 4.75 (1.25) 

Semantic relatedness 
Englishd 

0.19 (0.04) 0.19 (0.03) 0.22 (0.03) 

Note. 

a Mean language preference index is based on the results of Pilot 1, with -100 indicating a preference 

for Polish and 100 for English (for details, see section 5.3.1.4.1). 

b Word frequencies in Polish, British and American English are based on the Zipf scale (see Heuven et 

al., 2014). 

c Word length in Polish and English denotes the number of characters in each stimuli name. 

d Semantic relatedness was calculated using word2vec (Mikolov et al., 2013) trained on the Google 

News corpus (https://code.google.com/archive/p/word2vec/). It acts on a 0 to 1 scale, with higher values 

indicating a smaller semantic distance between words. 

Standard deviations are given in parentheses.  
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5.3.2.4 Procedure and design 

Participants were asked to name pictures in Polish and English depending on their preference. 

All instructions were provided on the computer screen in Polish. The task started with a 

familiarization phase, followed by the experimental phase. 

During the familiarization phase, participants were asked to familiarize themselves with the 16 

pictures and their corresponding names in Polish and English. The participants were told to 

remember the names to use them later in the experimental phase. The pictures, along with 

their names, were presented one by one on the screen. The participants could move through 

the familiarization phase at their own speed and repeat it until they felt comfortable enough to 

move on to the experimental phase. 

During the experimental phase, participants were told to use the picture names from the 

familiarization phase but were free to choose the language (Polish or English). The following 

instructions were provided prior to the experimental phase: ‘You are free to switch between 

languages whenever you want. Try to use the word that comes to mind first, but don’t use the 

same language throughout the whole task’. All instructions were given in Polish. 

The experimental phase consisted of 384 trials, distributed evenly across eight blocks (48 

trials each) with short self-paced breaks in between. A fixed order of language preference 

stimuli sets (Polish, English and ambiguous preference) was used within each block to allow 

the investigation of how different stimuli sets affect language choice. There was a maximum 

of three consecutive trials of the same language preference stimuli set. However, the pictures 

belonging to the same stimuli set were randomly selected on each trial, e.g., on a single Polish 

preference trial, one of the four pictures belonging to the PL set was randomly chosen. In total, 

there were 96 trials with Polish preference including 4 pictures, 96 trials with English 

preference including 4 pictures, and 192 trials with ambiguous language preference including 

8 pictures. 
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Each trial started with the presentation of a jittered fixation cross (300, 400, or 500 ms), 

followed by the presentation of the picture. The pictures were displayed on the screen for 2500 

ms, regardless of when a response was given. Afterward, a white screen was presented for 

300 ms. The experimental phase was preceded by 16 randomized practice trials with the same 

stimuli and design as the experimental trials.  

5.3.2.5 Analysis 

Trials without a response or with incorrect or unidentifiable responses were discarded (6.07% 

of the total data). Trials after an incorrect response, as well as the first trial of each block, were 

excluded from the analysis (4.52% of the total data), as it was not possible to determine if they 

were repetition or switching trials. The remaining trials were coded as repeat trials (i.e., naming 

the current trial in the same language as the previous trial) or switch trials (i.e., naming the 

current trial in a different language than the previous trial). Reaction times (RTs) were derived 

using Chronset software (Roux et al., 2017). Outlier RTs (i.e., RTs below 300 ms, above 5000 

ms, or 3 SD below/above a mean) were discarded from the analysis (1.48% of the total data).  

To investigate the voluntary language switching pattern, two within-subject factors, i.e., 

Language (Polish vs. English) and Trial type (repeat vs. switch), were examined using two-

way repeated-measures ANOVA with RTs as the dependent variable. We expected Trial type 

to be significant, demonstrating that our participants were slower during switch trials compared 

to repeat trials (switch cost effect). A significant interaction between Language and Trial type 

would indicate switch cost asymmetry. We predicted that switch trials in Polish show larger 

RTs than switch trials in English. We performed a post hoc t-test comparing the switch costs 

(index created by subtracting RTs of repeat trials from RTs of switch trials) in both languages 

to test this prediction. 

To analyze the impact of the language preference stimuli sets on language choice, the within-

subject factors Language preference stimuli set (Polish vs. English vs. ambiguous preference) 
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and Language of response (Polish vs. English) were examined using a two-way repeated-

measures ANOVA with RTs as the dependent variable. A significant interaction between 

Language preference and Language would indicate that language preference impacts 

language choice. We predicted that pictures from the Polish and English preference sets were 

more likely to be named in Polish or English, respectively. Additionally, we performed posthoc 

t-tests comparing RTs between the three stimuli sets in Polish and English. We predicted that 

pictures from the Polish preference stimuli set would be named faster in Polish compared to 

English, and pictures from the English preference stimuli set would be named faster in English 

compared to Polish. Stimuli from the ambiguous preference stimuli set, we predicted, would 

show no significant difference between languages. 

5.3.2.6 Results 

The analysis of voluntary language switching patterns revealed a main effect of Language, 

F(1, 49) = 27.78; Mse = 86874; p < .01, with participants naming pictures significantly slower 

in Polish (M = 900.30 ms, SD = 141.63) than in English (M = 858.62 ms, SD = 124.06). The 

effect of Trial type was also significant, F(1, 49) = 60.83; Mse = 73179; p < .01, with switch 

trials (M = 898.59 ms, SD = 138.98) being significantly slower than repeat trials (M = 860.33 

ms, SD = 127.57). These main effects were not qualified by an interaction between Language 

and Trial type, F(1, 49) = 1.28; Mse = 1142; p = .26. 

The analysis of language preference revealed a main effect of Language, F(1, 48) = 24.64; 

Mse = 130150; p < .01, with participants naming pictures significantly slower in Polish (M = 

903.11 ms, SD = 136.54) than in English (M = 861.03 ms, SD = 121.31). The effect of 

Language preference was also significant, F(1, 96) = 9.17; Mse = 12461; p < .01. The follow-

up pairwise t-tests with Bonferroni correction further showed that stimuli with ambiguous 

preference (M = 869.13 ms, SD = 128.01) were significantly faster named than stimuli with 

Polish preference (M = 887.26 ms, SD = 128.18, p < .001) and English preference (M = 889.81 

ms, SD = 135.95, p < .001). At the same time, there was no significant difference between 
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Polish and English preference stimuli sets (p = 1). The interaction between Language and 

Language preference was not significant, F(1, 96) = 1.7; Mse = 2300; p = .19, suggesting that 

the selected stimuli sets had no impact on the language choice during voluntary language 

switching.  
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5.3.3 Methodology Main experiment 

5.3.3.1 Participants 

We recruited 103 Polish-English bilinguals for this study. The number of required participants 

was determined by a previous power analysis using data of a similar training study (Timmer 

et al., 2019) and the SIMR package for R (P. Green & MacLeod, 2016). Only right-handed 

individuals between the ages of 20 to 35 years living in Poland were recruited. The participants 

were native Polish speakers with scores of at least 60% on the English LexTALE (Lemhöfer 

& Broersma, 2012) and the General English Test (by Cambridge Assessment: 

https://www.cambridgeenglish.org/test-your-english/general-english/). The participants were 

also required to have normal or corrected-to-normal vision without color-blindness and no 

history of neurological impairments or language disorders. 

All participants completed a language background questionnaire based on Li et al. (2014) and 

Marian Viorica et al. (2007). Prior to the start of the experiment, they were assigned to one of 

the two experimental groups: the forced language switching group or the voluntary language 

switching group. To ensure an even distribution of participants over the groups, we used 

individual matching: each participant of the forced language switching group was matched 

with a similar participant of the voluntary language switching group based on age, gender, age 

of L2 acquisition, L2 proficiency (based on LexTALE and the General English Test) and their 

socioeconomic status (Adler et al., 2000). Based on the participants included in the final 

analyses, the groups were statistically equivalent on age: t(83) = 1.85, gender: t(83) = - 0.69, 

age of L2 acquisition: t(83) = -0.65, L2 proficiency: t(83) = 0.42 and socioeconomic status: 

t(83) = -0.35. 

Data from eighteen participants were eliminated due to technical problems in the experimental 

task and EEG recording (forced language switching: n = 6; voluntary language switching n = 

4) or high error rates (30% incorrect on the mixed blocks of the nonverbal task; forced 

language switching: n = 1; voluntary language switching n = 2). Five bilinguals of the voluntary 
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language switching group did not switch tasks enough in the voluntary language switching 

block to produce more than 20 trials in the four conditions of interest (i.e., repeat and switch 

trials in Polish and English) and were excluded from the analyses. Following these exclusions, 

85 bilinguals contributed data to the analysis, 44 in the forced language switching group and 

41 in the voluntary language switching group. Table 3.2 presents an overview of background 

measures and demographics. In addition to English, participants of both groups spoke a 

variety of languages, which includes German (n = 6), Spanish (n = 5), French (n = 5), Italian 

(n = 3), Russian (n = 2) and Swedish (n = 2). Single participants also spoke Arabic, Dutch, 

Japanese and Portuguese. 
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Table 3.2 

Demographic information and language experience of participants included in the final 

analysis. 

  Forced language 
switching group 

Voluntary language 
switching group 

t-test 

N 44 (8 female) 41 (10 female)   

Participant’s Age (years) 23.66 (2.99) 22.51 (2.72) t(83) = 1.85, 
p = .07 

SES (1 – 10) 5.80 (1.34) 5.90 (1.46) t(83) = -0.35, 
p = .73 

Self-assessed language 
experience 
(1-10) 

L1 L2 L1 L2 L1  L2 

Self-rated proficiency 8.99 
(0.05) 

7.64 
(0.88) 

8.99 
(0.04) 

7.48 
(0.71) 

t(83) =  
-0.52, 

t(83) =  
-0.89, 

p = .60 p = .38 

Speaking 9.00 
(0.00) 

7.18 
(1.19) 

8.98 
(0.16) 

7.15 
(0.88) 

t(83) =  
-1.04, 

t(83) =  
-0.16, 

p = .30 p = .88 

Writing 8.95 
(0.21) 

7.36 
(0.99) 

9.00 
(0.00) 

7.12 
(1.08) 

t(83) =  
-0.28, 

t(83) = 1.08, 

p = .78 p = .28 

Listening 9.00 
(0.00) 

7.89 
(0.95) 

9.00 
(0.00) 

7.68 
(0.79) 

- t(83) =  
-1.07, 

 
p = .29 

Reading 9.00 
(0.00) 

8.11 
(0.95) 

9.00 
(0.00) 

7.98 
(0.76) 

- t(83) =  
-0.74, 

 
p = .46 

Age of L2 acquisition 
(years) 

- 5.86 
(2.03) 

- 6.15 
(1.98) 

t(83) = -0.0.65, 
p = .52 
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Frequency of 
intrasentential code-
switching 

0.68 (0.37) 0.73 (0.39) t(83) = -0.60, 
p = .55 

Objective L2 proficiency 
measures 

          

LexTALE (mean 
accuracy in %) 

- 76.36 
(10.43) 

- 74.59 
(10.14) 

t(83) = 0.79, 
p = .43 

General English Test 
(mean accuracy in %) 

- 87.36 
(9.00) 

- 87.51 
(9.85) 

t(83) = -0.07, 
p = .94 

Note. The first part of the table describes the demographic information of the final forced language 

switching group and the final voluntary language switching group. The rows display (1) the number of 

participants with the number of women in brackets, (2) age (in years) and (3) socio-economic status on 

a 1 to 8 scale based on Adler et al. (2000), The second part of the table summarizes the self-assessed 

language experience based on a questionnaire. The (4) self-rated proficiency is presented on a scale 

from 1 to 10, where 1 = “no knowledge of a given language” and 10 = “native-like proficiency”. The (5) 

age of L2 acquisition is in years. The (6) frequency of language switching within sentences is presented 

on a scale from 1 to 9, where 1= “I never switch languages within sentences” and 9 = “I always switch 

languages within sentences”. The objective L2 proficiency measures in English, (7) the accuracy in the 

LexTALE task and (8) the accuracy in the General English Test, are presented in percentages. Standard 

deviations are given in parentheses. 

* p < 0.05, ** p < 0.01, *** p < 0.001 

5.3.3.2 General procedure 

Experimental procedures for data collection and analysis were approved by the Institutional 

Review Board of Jagiellonian University. The participants signed an informed consent form 

prior to the experiment and were paid PLN 50 for their participation in the study. Participants 

were tested individually in a quiet room with dimmed lights and seated approximately 80 cm 

from the computer screen. We recorded both their behavioral data and their brain activity using 

electroencephalography (EEG). 

The experiment consisted of a pre-test, language switching training, and a post-test. During 

pre-test and post-test, all participants completed a non-linguistic task switching paradigm (TS). 

During the language training, the participants completed a picture-naming task which differed 
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in the task requirements between the two participant groups (forced language switching group 

or the voluntary language switching group). After the pre-test and the language switching 

training, resting state EEG was recorded for 5 minutes. Additionally, the participants rated the 

difficulty of the language switching training on a cognitive effort questionnaire (Leppink et al., 

2013). 

5.3.3.3 Procedure and design 

5.3.3.3.1 Pre- and post-test: non-linguistic task switching 

We used a color/shape task switching task based on Timmer, Calabria, and Costa (2019). 

Participants saw colored stimuli created from four shapes (square, triangle, circle, and oval) 

and four colors (yellow, green, white, and grey). They made decisions about the color (colored 

or greyscale) or shape (corners or rounded) by pressing the ‘Z’ or ‘M’ keyboard button for each 

stimulus with their left and right index fingers, respectively. To indicate which decision type 

(color or shape) should be performed, a cue (solid or dashed outline, respectively) appeared 

around the stimulus. The assignment of cues to decision types and responses to 

corresponding buttons was counterbalanced across participants, as was the assignment of 

keys (‘Z’ or ‘M’) to a response (color or greyscale and corners or rounded). Only a subset of 

the stimuli was presented to each participant to allow the determination of the accuracy of 

each response. For example, a yellow triangle was not presented if a participant was 

responding with ‘Z’ for colored (color task) and ‘Z’ for corners (shape task). In this case, the 

correct responses for the color and shape task converged on the same keys, and no judgment 

of accuracy could have been made. 

The switching task started with two pure blocks during which only one decision type was 

performed in each (color or shape, order counterbalanced across participants). This was 

followed by four mixed blocks that included both types of rules. The task ended with again two 

pure blocks. Participants were able to take short breaks after every block. Each pure block 

consisted of 32 trials (128 pure trials in total for each participant). The mixed condition 



129 
 
 

consisted of 4 blocks of 48 trials each (192 mixed block trials in total). The repeat-to-switch 

ratio was 50%/50%, with a total of 96 repeat and 96 switch trials for each participant. Likewise, 

the number of color and shape trials was kept equal to 96 color task trials and 96 shape task 

trials by using a fixed order of cues. An additional trial was added at the beginning of each 

block (both the pure and mixed blocks), as the first trial cannot be coded as either a switch or 

repeat trial. 

The pure blocks were preceded by eight practice trials and the mixed blocks by 16 practice 

trials. Participants were given the opportunity to repeat the practice trials until they felt 

comfortable enough to move on to the experimental blocks. Each trial was initiated by a 

fixation cross with a random duration of 400, 500, or 600 ms, followed by the presentation of 

the target picture together with the cue. The picture remained on the screen until a response 

was given or after 2500 ms had passed. Only during the practice trials was feedback provided 

(“correct” or “incorrect”) for 750 ms. All trials ended with the presentation of a blank screen for 

500 ms. 

5.3.3.3.2 Language switching training 

The participants completed a picture-naming task with language switching between Polish and 

English. Participants were assigned to one of the two types of training: forced language 

switching training or voluntary language switching training. The two training types only differed 

in the use of language cues. In the forced language switching group, a cue accompanying the 

presentation of a picture indicated the language in which a picture should be named (forced 

picture-naming task). In the voluntary language switching group, the same cue was presented 

throughout (voluntary picture-naming task). Stimuli were the identical 16 colored pictures of 

Pilot 2 (for description, see section 5.3.2.3.). Each language switching training session started 

with a familiarization phase, followed by the main training phase. 
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The language switching training was divided into four blocks. Participants were able to take 

short breaks after every block. Each block consisted of 160 trials, with each of the 16 pictures 

presented ten times for a total of 640 trials for each participant.  

In the forced picture-naming task, a solid or dashed outline around each picture was used to 

indicate naming in Polish or English respectively. A fixed cue order was used to hold the 

repeat-to-switch ratio at 50%, with a total of 80 repeat and 80 switch trials for each participant. 

Four different cue orders were created and counterbalanced across blocks. In the voluntary 

picture-naming task, the same outline (solid or dashed) was used for all trials, allowing a free 

language choice. The assignment of cue outline was counterbalanced across participants for 

both groups. 

For both voluntary and forced picture-naming tasks, each trial was initiated by a fixation cross 

with a random duration of 400, 500 or 600 ms followed by the presentation of the target picture 

together with the cue. The picture remained on the screen until a response was given or after 

2500 ms had passed. The voice onset was detected with a microphone and the SR-box 

(Schneider, 1995). All trials ended with the presentation of a blank screen for 500 ms. The 

language switching training session was preceded by a familiarization phase as applied in 

Pilot 2 (for a description, see section 5.3.2.4.). 

5.3.3.3.3 Apparatus and data acquisition 

The EEG signal was continuously recorded from 64 Ag/AgCl active electrodes (with 

preamplifiers) using the BioSemi ActiveTwo system. The electrodes were secured in an elastic 

cap according to the extended 10–20 international electrode placement system. The zero-

reference principal voltage values (each site was quantified relative to the DRL and CMS loop) 

were digitized at a sampling rate of 512 Hz. Two electrodes above and below the left eye 

recorded the eye blinks; another two electrodes (placed at the external canthi of each eye) 

recorded horizontal eye movements. Two additional electrodes were placed on the left and 
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right mastoids as references. Finally, another set of two electrodes was placed on the lower 

chest to record heart rate (EKG). 

The data was pre-processed in Matlab using EEGlab (Delorme & Makeig, 2004) and ERPlab 

(Lopez-Calderon & Luck, 2014). All channels were re-referenced to the average of the left and 

right mastoids. The EEG signal was down sampled to 256 Hz and then filtered with a high-

pass filter of 0.1 Hz (12 dB), a low-pass filter of 40 Hz (24 dB), and a notch filter. Ocular 

artifacts were corrected using Independent Component Analysis (Delorme et al., 2007; Jung 

et al., 2000). Afterwards, stimulus-locked epochs of -200 to 700 ms were extracted from the 

continuous EEG signal and aligned to the pre-stimulus baseline from -200 ms to 0 ms. The 

segments were checked separately for each trial type in the TS (i.e., switch and repeat, color 

and shape).  

The selection of electrode clusters and time windows for the targeted ERP components was 

guided by previous research using similar experimental tasks. For both task switching and 

task mixing we focused on the parietal P3 (Gajewski & Falkenstein, 2011; Jost, Mayr, & 

Rösler, 2008; Timmer, Grundy, & Bialystok, 2017; Wong et al., 2018). Consequently, we 

analysed a pronounced positivity around the parietal region (CPz, Pz, CP1, CP2) in the 300-

450 ms time window after target onset. Mean voltage amplitudes in the electrode clusters and 

time windows for each trial were used for statistical analysis. 

5.3.3.3.4 Analysis 

The data were analyzed using linear mixed-effects models (LME). All models were fitted using 

the lme4 package in R (version 1.1-13; R Core Team, 2019). In the analyses, we focused on 

two dimensions of cognitive efficiency: non-linguistic switching and mixing as measured in the 

TS task. We used RTs and the P3 mean amplitude as dependent variables for both 

dimensions and specified one model, as presented below. Due to the right-skewed distribution 

of reaction times, they were transformed using reciprocal transformation (-1000/reaction time). 
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The models of each dimension had an identical structure. Only a single variable, the 

experimental variable hereafter, was changed between the two models. The two experimental 

variables for the two dimensions were: Trial type (switch or repeat) for switch costs, and Block 

type (pure trials from single block or repeat trials from mixed block) for mixing costs. 

Every model included Participants and Items as crossed random effects. As fixed effects, we 

included Test phase (pre- or post-test), Group (forced or voluntary language switching), and 

their interaction. Each model also included the experimental variable, as well as a two-way 

interaction between the experimental variable and Test phase and a three-way interaction 

between the experimental variable, Test phase and Group. The maximal models also included 

by-Participant and by-Item random intercepts and random slopes for Test phase, the 

Experimental variable, and their interaction for the Participant intercept and random slopes for 

Test phase, Group, Trial Type, and their interactions for the Item intercept. All independent 

variables were coded using a difference contrast as recommended by Schad and colleagues 

(2020). We fitted first the maximal model (Barr, Levy, Scheepers, & Tily, 2013). When the 

model did not converge, we first removed correlations between random effects and – in the 

next step – the random effects with the smallest unique variance, following the 

recommendation by Bates, Kliegl, Vasishth, and Baayen (2018). Absolute t-values greater 

than the conventional level of two were considered significant. 

For both models, we predicted that Test phase would be significant with shorter RTs for the 

post-test compared to the pre-test, showing the effect of repeating the task. However, the two 

models differed in their predictions for the two investigated dimensions of cognitive efficiency. 

The switch cost model served to test how language switching training affected switch costs in 

the TS. We predicted a main effect of Trial type with shorter RTs and an increased P3 

amplitude for repeat compared to switch trials, confirming our task design (P. D. Gajewski & 

Falkenstein, 2011; Timmer et al., 2017). The interaction between Test phase and Trial type 



133 
 
 

was predicted to be significant and show the effect of repetition of the TS with a reduced effect 

of Trial type for the post-test. Following the ACH, we predicted a significant three-way 

interaction between Test phase, Group, and Trial type, which would indicate the differences 

in the efficiency of task switching related to language switching training.  

The mixing cost model served to test how language switching training affected mixing costs 

in the TS. We predicted that Block type would be significant with shorter RTs and an increased 

P3 amplitude for pure trials from the single blocks compared to repeat trials from the mixed 

blocks, confirming our task design (Timmer et al., 2017). The interaction between Test phase 

and Block type would be significant and show the effect of repetition of the TS with a reduced 

effect of Block type for the post-test. We expected the three-way interaction between Test 

phase, Group, and Block type to not be significant as global control mechanisms receive no 

additional activation during forced language switching. 

Post-hoc tests for the three-way interactions were done using the emmeans package for R 

(Lenth, 2021) for only the post-test data. 
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5.4 Results 

5.4.1 Behavioral results 

5.4.1.1 Language switching training 

We conducted two versions of the language switching task. In the forced language switching 

task, the participant’s language use was controlled by the presented cue with 50% switch trials 

and 50% English trials. In the voluntary language switching task, participants could choose 

their language based on their own volition. When analyzing the accurately named trials, the 

switching frequency in both groups showed that participants, on average, switched on 49.0% 

(SD = 0.8, range 46.2% - 50.9%) of the trials in the forced language switching group and 38.5% 

(SD = 8.5, range 22.9% - 60.1%) of the trials in the voluntary language switching group. The 

forced language switching group named 51.7% (SD = 1.0, range 50.3% - 56.1%) of trials in 

English, and the voluntary language switching group 55.9% (SD = 5.6, range 47.6% - 76.7%). 

The deviation by the forced language switching group from the targeted 50% switch trials and 

50% English trials was due to erroneous answers by the participants. 

The behavioral data for the language switching training are presented in Table 3.2. We found 

a significant effect of Group with the forced language switching group (M = 990.49 ms, SD = 

263.96) naming pictures significantly slower than the voluntary language switching group (M 

= 792.90 ms, SD = 198.50). In addition, there was a significant Trial type effect with switch 

trials (forced: M = 1031.09 ms, SD = 268.14; voluntary: M = 812.09 ms, SD = 204.92) showing 

longer naming latencies than repeat trials (forced: M = 950.35 ms, SD = 253.45: voluntary: M 

= 783.99 ms, SD = 194.81). Surprisingly, we found reversed language asymmetry, with Polish 

switch costs (M = 42.77 ms, SD = 62.97) being smaller than English ones (M = 53.04 ms, SD 

= 49.43). The switch costs also differed significantly between groups, with the forced language 

switching group (M = 75.65 ms, SD = 55.44) showing larger switch costs than the voluntary 

language switching group (M = 19.07 ms, SD = 41.87). For the used languages, we also found 

slower naming latencies for Polish trials (forced: M = 1037.71 ms, SD = 274.04; voluntary: M 
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= 832.26 ms, SD = 222.58) than English trials (forced: M = 948.59 ms, SD = 247.25; voluntary: 

M = 768.93 SD = 178.07). Group also modulated the Language effect as a significant 

Language Group interaction with a smaller Language effect for the voluntary language 

switching group than the forced language switching group. 

Table 3.2 

Results of the linear mixed model for language switching training with both groups. 

 Estimate SE t p by-Item 
SD 

by-
Participant 

SD 

Intercept -1.18 0.02 -56.621 < 0.001*** 0.00 0.02 

Trial type -0.06 0.00 -24.529 < 0.001***   

Language -0.08 0.02 -4.323 < 0.001*** 0.01 0.00 

Group -0.23 0.03 -7.369 < 0.001***  - 

Trial type:Language -0.01 0.00 -3.136 < 0.01**   

Trial type:Group 0.06 0.00 12.158 < 0.001***  - 

Language:Group 0.04 0.01 2.912 < 0.01**  - 

Trial 
type:Language:Group 

0.01 0.01 0.872   - 

* p < 0.05, ** p < 0.01, *** p < 0.001 

To assess the difficulty of the language switching tasks, we employed two measures: a self-

rated effort questionnaire (Leppink et al., 2013) and heart rate measured during the pre- and 

post-test. The analysis of the self-rated effort revealed no significant effect of Group, t(83) = 

1.54, p = .13, with both groups giving similar ratings to their respective language switching 

training (forced: M = 4.05, SD = 0.39; voluntary: M = 3.88, SD = 0.65). The analysis of the 

heart rate demonstrated a main effect of Test phase (Table 3.3), with participants having a 

lower heart rate in the post-test (M = 76.20 bpm, SD = 11.12) than in the pre-test (M = 82.02 

bpm, SD = 11.28). However, there was no effect of Group (forced: M = 78.54 bpm, SD = 10.51; 

voluntary: M = 79.72 bpm, SD = 12.58). Together these results indicate that no additional 

stress was placed on the forced language switching group compared to the voluntary language 
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switching group. The slow-down of the heart in the post-test also showed that the participants 

adapted to the experimental setup and were calmer during the post-test. 

Figure 3.1 

 

Note. Average heart rates of both participant groups in both experiment test phases. Error bars 

represent standard deviation. 

Table 3.3 

Results of the linear mixed model for heart rate with both groups. 

 Estimate SE t p by-Item SD 

Intercept 79.13 1.19 66.75*** < 0.001*** 10.59 

Test phase -5.79 0.58 -10.03*** < 0.001*** - 

Group 1.18 2.37 0.50 0.62 - 

Test phase:Group 1.54 1.15 1.34 0.19 - 

* p < 0.05, ** p < 0.01, *** p < 0.001  
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5.4.1.2 Pre- and post-test analysis - switch costs 

The behavioral results of the non-linguistic switching task are presented in Table 3.4. For the 

behavioral switch cost model (Table 3.6), we found a significant effect of Test phase, with 

participants being overall faster during the post-test. Additionally, Trial type was significant, 

with switch trials being slower than repeat trials (Figure 3.2). However, we found no evidence 

for an overall group difference or a difference in the training effect between groups. 

Figure 3.2 

Note. Average reaction times for switch costs in the non-linguistic task switching of both participant 

groups in both experiment test phases. Error bars represent standard deviation. 
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Table 3.4 

Mean response latencies in ms (and standard deviation) and mean amplitude of the P3 

component (and standard deviation) for the non-linguistic task switching. 

  Pre-test Post-test 

  Pure blocks Mixed blocks Pure blocks Mixed blocks 

  Pure Repeat Switch Pure Repeat Switch 

RT (ms) Forced language 
switching group 

531.96 
(176.28) 

774.09 
(213.10) 

889.19 
(219.16) 

489.74 
(155.28) 

681.21 
(206.19) 

787.07 
(220.54) 

 Voluntary 
language switching 
group 

531.08 
(180.05) 

778.59 
(229.49) 

907.93 
(236.55) 

483.60 
(167.79) 

688.66 
(222.40) 

791.02 
(229.79) 

Voltage 
(mV) 

Forced language 
switching group 

5.77 (15.70) 5.29 (15.21) 5.51 (15.45) 6.39 (17.90) 5.27 (17.25) 5.68 (16.99) 

 Voluntary 
language switching 
group 

5.79 (17.29) 4.94 (16.15) 5.62 (15.80) 6.69 (17.77) 4.48 (17.19) 5.01 (17.13) 

* p < 0.05, ** p < 0.01, *** p < 0.001 

Table 3.5 

Post hoc analyses for differences in trial type and block type for the post-test test phase of the 

non-linguistic task switching. 

  Switch trials Estimated 
marginal means (95% CI) 

Repeat trials Estimated 
marginal means (95% CI) 

Mean difference 
estimate 

Standard 
Error (SE) 

P value 

Transformed 
RT (ms) 

Forced language 
switching group 

-1.61 (-1.68, -1.54) -1.38 (-1.45, -1.31) -0.23 0.01 < .001*** 

 Voluntary 
language 
switching group 

-1.59 (-1.66, -1.52) -1.36 (-1.44, -1.29) -0.23 0.01 < .001*** 

Voltage 
(mV) 

Forced language 
switching group 

5.27 (4.44, 6.09) 5.65 (4.80, 6.50) -0.38 0.43 .37 

 Voluntary 
language 
switching group 

4.46 (3.62, 5.31) 5.01 (4.14, 5.88) -0.55 0.44 .21 

  Pure trials Estimated marginal 
means (95% CI) 

Repeat trials Estimated 
marginal means (95% CI) 

Mean difference 
estimate 

Standard 
Error (SE) 

P value 

Transformed 
RT (ms) 

Forced language 
switching group 

-2.21 (-2.29, -2.13) -1.60 (-1.69, -1.52) -0.61 0.01 < .001*** 

 Voluntary 
language 
switching group 

-2.26 (-2.34, -2.18) -1.59 (-1.67, -1.50) -0.68 0.01 < .001*** 

Voltage 
(mV) 

Forced language 
switching group 

6.39 (5.61, 7.17) 5.29 (4.42, 6.15) 1.1 0.39 < .01** 

 Voluntary 
language 
switching group 

6.67 (5.86, 7.48) 4.47 (3.58, 5.35) 2.2 0.40 < .001*** 

Note. Post hoc tests were performed with only data from the post-test. Separate models were run for 

switch costs and mixing costs. Reaction times are reciprocally transformed. 

* p < 0.05, ** p < 0.01, *** p < 0.001 
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Table 3.6 

Results of the linear mixed model for reaction times for switch costs in non-linguistic task 

switching paradigm for both groups. 

 Estimate SE t p 
by-Item 

SD 
by-Participant 

SD 

Intercept 
-1.39 0.03 -55.62 <0.001*** 0.03 0.22 

Test phase 
-0.18 0.01 -17.91 <0.001***  0.08 

Group 
0.02 0.05 0.38 0.70  - 

Trial type 
0.22 0.01 16.65 <0.001***  0.11 

Test phase:Group 
-0.01 0.02 -0.34 0.73  - 

Test phase:Trial type 
0.02 0.01 2.57 0.01*   

Pre-test:Group:Trial 
type 

0.02 0.03 0.79 0.43  - 

Post-test:Group:Trial 
type 

<0.01 0.03 -0.11 0.92  - 

* p < 0.05, ** p < 0.01, *** p < 0.001 
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5.4.1.3 Pre- and post-test analysis - mixing costs 

The mixing cost model for the behavioral data found a significant effect for Test phase  (Table 

3.7), demonstrating that the participants improved between the two experimental test phases. 

Additionally, the effect of Block type was significant with pure trials from the single block 

named faster than repeat trials from the mixed blocks (Figure 3.3). There was also a significant 

interaction between Test phase and Block type, with reduced mixing costs in the post-test 

compared to the pre-test. Importantly, we found a significant three-way interaction of Test 

phase, Block Type, and Group, with the forced language switching group showing a smaller 

mixing effect during the post-test test phase than the voluntary language switching group 

(Table 3.5). 

Figure 3.3 

 

Note. Average reaction times for mixing costs in the non-linguistic task switching of both participant 

groups in both experiment test phases. Error bars represent standard deviation. 
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Table 3.7 

Results of the linear mixed model for reaction times for mixing costs in non-linguistic task 

switching with both groups. 

 Estimate SE t p 

by-Item 
SD 

by-
Participant 

SD 

Intercept -1.82 0.03 -62.22 <0.001*** 0.04 0.25 

Test phase -0.19 0.01 -33.43 <0.001***   

Group -0.01 0.06 -0.13 0.90  - 

Block type 0.65 0.01 116.18 <0.001***   

Test phase:Group -0.02 0.01 -1.38 0.17  - 
Test phase:Block 
type -0.03 0.01 -2.48 0.01*   
Pre-test:Group:Block 
type 0.02 0.02 1.13 0.26  - 
Post-
test:Group:Block type 0.07 0.02 4.45 <0.001***  - 

* p < 0.05, ** p < 0.01, *** p < 0.001 
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5.4.2 EEG results 

Figure 3.4 shows an overview of the recorded EEG activity during the non-linguistic task 

switching. We found a generally parietal distribution for the target-locked P3 component for 

both switch and mixing costs. 

Figure 3.4 

Note. Mean amplitudes for the three trial types at the midline electrodes Fz (A), Cz (B), and Pz (C) 
and scalp topography maps for the P3 component for switch costs (D) and mixing costs €. Mean 
amplitudes were averaged over pre- and post-test, as well as group. Selected electrode clusters used 
for calculating mean amplitudes are marked in white. 
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5.4.2.1 Pre- and post-test analysis - switch costs 

In our analysis of the P3 mean amplitude, the switch costs model revealed a significant effect 

of Trial type, with switch trials showing a more positive amplitude than repeat trials (Figure 

3.5).  No other significant effects were observed. The results of the P3 response to the non-

linguistic task switching are found in Table 3.8. 

Figure 3.5 

Note. Mean P3 amplitudes for switch costs in the non-linguistic task switching of both participant 
groups in both experiment test phases. Error bars represent standard deviation. 
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Table 3.8 

Results of the linear mixed model for P3 mean amplitude for switch costs in non-linguistic task 

switching with both groups. 

 Estimate SE t p 

by-Item 
SD 

by-
Participant 

SD 

Intercept 5.26 0.25 21.22 <0.001***  2.01 

Test phase -0.32 0.23 -1.36 0.17   

Group -0.44 0.50 -0.89 0.38  - 

Trial type 0.52 0.23 2.23 0.03*   

Test phase:Group -0.54 0.47 -1.16 0.25  - 

Test phase:Trial type -0.09 0.46 -0.19 0.85   
Pre-test:Group:Trial 
type 0.56 0.72 0.78 0.44  - 
Post-test:Group:Trial 
type 0.19 0.59 0.32 0.75  - 

* p < 0.05, ** p < 0.01, *** p < 0.001 
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5.4.2.2 Pre- and post-test analysis - mixing costs 

The results of the P3 response to mixing costs in non-linguistic task switching were analyzed 

with the mixing cost model (Table 3.9). We found a significant effect of Block Type on the P3 

amplitude, with pure trials having a more positive amplitude than repeat trials from the mixed 

blocks (Table 3.9). The interaction between Block Type and Test phase was also significant, 

with a larger difference between pure and repeat trials during the post-test. We also found a 

significant three-way interaction between Test phase, Block Type, and Group, with the 

voluntary language switching group having a significantly larger Block type effect during the 

post-test than the forced language switching group (Table 3.5). 

Figure 3.6 

Note. Mean P3 amplitudes for mixing costs in the non-linguistic task switching of both participant groups 
in both experiment test phases. Error bars represent standard deviation. 
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Table 3.9 

Results of the linear mixed model for P3 mean amplitude for mixing costs in non-linguistic task 

switching with both groups. 

 Estimate SE t p 

by-Item 
SD 

by-
Participant 

SD 

Intercept 5.59 0.25 22.03 <0.001*** 0.01 2.15 

Test phase 0.26 0.20 1.31 0.19   

Group -0.27 0.51 -0.53 0.60  - 

Block type -1.15 0.20 -5.87 <0.001***   

Test phase:Group -0.02 0.39 -0.04 0.97  - 

Test phase:Block type -1.00 0.39 -2.55 0.01*   
Pre-test:Group:Block 
type -0.50 0.58 -0.88 0.38  - 
Post-test:Group:Block 
type -1.11 0.53 -2.10 0.04*  - 

* p < 0.05, ** p < 0.01, *** p < 0.001 
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5.4.3 Associations between behavioral and ERP data 

To test the functional interpretation of the targeted ERP effects, i.e., the greater availability of 

cognitive resources during higher P3 amplitudes, we used LME regression models. P3 mean 

amplitudes were regressed on the following variables: RTs, the experimental variable (Trial 

type for switch costs and Block type for mixing costs), and their interaction. All models included 

Participants as crossed random effects and the experimental variable as a slope. The fitting 

procedure and contrasts were as the ones described for the switch and mixing costs models 

in section 5.3.3.3.4. We expected that RTs would show a significant interaction with the 

experimental variable, so faster reaction times would be related to larger ERP effects. We 

used two models, one for switch costs and one for mixing costs. The mixing cost model only 

converged when the Block type slope was removed from the Participant intercept. The switch 

cost model showed only a significant effect for RTs (t = -4.56). The mixing model showed the 

main effects of RTs (t = -8.28), Block type (t = 4.05), and the interaction between RTs and 

Block type (t = 3.88). In both models, the significant effect of RTs was expressed as an inverse 

relationship between P3 mean amplitude and RTs: shorter reaction times predicted a more 

positive P3 mean amplitude.  The significant interaction between RTs and Block type in the 

mixing cost model was the result of larger mixing costs for shorter reaction times compared to 

longer reaction times. 
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5.5 Discussion 

The current study aimed to investigate the effect of external constraints on language switching 

on the transfer of domain-general cognitive abilities. We tested bilingual participants in a 

training experiment, where half completed a forced language switching task and the other half 

a voluntary one. Before and after the training, the participants performed a non-linguistic task 

switching task. We predicted a reduction in switch costs during the post-test of the non-

linguistic task switching for the forced language switching group compared to the voluntary 

switching group and the pre-test test phase. For mixing costs, we expected no group 

differences between test phases and groups. We found that participants from both groups 

improved both their switch and mixing costs from pre- to post-test. However, the change in 

switch costs was not modulated by group. Instead, the groups differed in their mixing cost 

changes, with the forced language switching group showing a greater improvement in mixing 

costs than the voluntary language switching group. These behavioral results were supported 

by similar results for the P3 mean amplitude, with the voluntary language switching group 

showing greater mixing costs during the post-test than the forced language switching group. 

Together these results indicate that forced language switching engages more global cognitive 

control mechanisms than voluntary language switching. 

5.5.1 Switch costs 

Consistent with our expected results, we found an effect of training in the behavioral data for 

switch costs, demonstrating that the participants were generally faster during the post-test and 

benefitted from a task repetition effect. Additionally, there was a typical switch cost with 

reaction times being longer for switch trials than repeat trials (Karayanidis et al., 2003, 2011; 

Kieffaber & Hetrick, 2005; Lorist et al., 2000; Nicholson et al., 2005; Poulsen et al., 2005). 

While we initially predicted reduced switch costs for the forced language switching group in 

the post-test, we did not find evidence for transient trial-to-trial cognitive processes as switch 

costs showed no transfer from linguistic training to non-linguistic task switching as predicted 
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by the ACH (Green & Abutalebi, 2013). Our findings suggest that both forced and voluntary 

language switching engage similar mechanisms for actively and rapidly switching between 

two languages. This lack of differentiation in transient control mechanisms implies that the 

cognitive processes involved in language switching, such as response inhibition and task 

engagement and disengagement, are comparable regardless of whether language choice is 

limited by external constraints or not. The results demonstrate that language switches, 

regardless of how they were initiated, require transient cognitive control regardless of how 

they were initiated. Even when the voluntary language switching group showed smaller switch 

costs in the language switching task, their transfer of transient cognitive control was similar to 

the forced language switching group. The apparent reduced difficulty in voluntary language 

switching might therefore not be the result of reduced cognitive control, compared to forced 

language switching, but instead caused by a greater reliance on bottom-up processes like 

lexical frequency. 

Similar to the behavioral data, our P3 mean amplitudes only responded to the repetition effect 

and switch costs, demonstrating the validity of our task design and giving no evidence for 

transfer of cognitive mechanisms from language switching to non-linguistic task switching. 

Interestingly, the P3 mean amplitude was more positive for switch trials than for repeat trials. 

The direction of P3 amplitude in our switch costs aligns with previous studies on non-linguistic 

task switching with a more positive P3 amplitude for switch trials than repeat trials (Barcelo et 

al., 2006; Periáñez & Barceló, 2009; Timmer et al., 2017). As our design was closely modeled 

after Timmer et al. (2017), this similarity was to be expected and confirms the validity of the 

design. However, other studies have found diverging results for the P3 amplitude direction 

with more positive amplitudes for repeat trials than switch trials (Gajewski et al., 2010; Goffaux 

et al., 2006; Karayanidis et al., 2011; López Zunini et al., 2019; Nicholson et al., 2005; Petruo 

et al., 2019; Richardson et al., 2022; Whitson et al., 2014; Wong et al., 2018). P3 has been 

shown to be sensitive to the specific details of the experimental design. The cue stimulus 
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interval (Nicholson et al., 2005; Wylie et al., 2009), frequency of response types (Zhuo et al., 

2021), and the response modality (Hsieh et al., 2014) have all been shown to influence the 

amplitude of the P3 component. Furthermore, both the presentation of the cue as well as the 

stimulus presentation elicit P3-like ERP components (Jost et al., 2008; Kieffaber & Hetrick, 

2005) that can overlap with small cue stimulus intervals. The current study presents cue and 

stimulus simultaneously, which might cause an overlap of functionally different ERP 

components and affect the results. Interestingly, Kieffaber and Hetrick (2005) found that with 

a cue stimulus interval of 1200 ms, more positive amplitudes for switch trials for a cue-bound 

P3 component, while their target-bound P3 had more positive amplitudes for repeat trials. We 

would therefore suggest that the direction of the P3 mean amplitude can be attributed to the 

unique features of our experimental design, reproduced from Timmer et al. (2017), and the 

overlap of functionally different ERP components. This overlap of contradictory components 

would potentially reduce the visibility of switch costs from the electrophysiological signal and 

obscure any potential group differences. Additionally, while we did find a significant 

relationship between behavioral data and P3 amplitudes, this link did not extend to switch 

costs as there was no significant interaction between RTs and Trial type for predicting the P3 

amplitude (Section 5.4.3). Still, this lack of significant results in predicting P3 amplitude based 

on reaction times, might be the result of overlapping processes influencing the P3 amplitude, 

as described above. 

5.5.2 Mixing costs 

When comparing the pure and repeat trials, we found an effect of training, with an overall 

reduction of reaction times from pre-test to post-test. We also found typical mixing costs in the 

behavioral data, with longer reaction times for repeat trials than pure trials. The participants of 

both groups were also able to benefit from the repetition of the task and further reduce their 

mixing costs in the post-test. Critically, we also found smaller behavioral mixing costs during 

the post-test for the forced language switching group compared to the voluntary language 
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switching group. These behavioral results coincide with the electrophysiological data, where 

we also found a group difference in the change of mixing costs between pre- and post-test. 

The voluntary language switching group showed greater mixing costs during the post-test 

compared to the forced language switching group. In contrast to our initial prediction, we found 

an effect of training group on mixing costs. This result provides evidence for transfer of global 

control mechanisms from linguistic training to a non-linguistic task, but only when language 

choice is restricted by language cues. This improvement in language mixing as the result of 

language training coincides with previous studies that suggested an increase in global control, 

such as conflict monitoring due to forced language switching training (Prior & Golan 2013, Liu 

et al. 2019). As mixing costs during non-linguistic task switching are generally assumed to 

reflect global monitoring processes (Braver et al., 2003; Prior & Macwhinney, 2010), our 

results reflect greater efficiency in managing multiple active task sets. 

The direction of our P3 mixing costs aligns with previous studies, including Timmer et al. 

(2017). A common interpretation of this effect is that more positive P3 amplitudes in pure trials 

indicate the availability of more cognitive resources within the working memory for those trials 

(Goffaux et al., 2006; Kok, 2001). Our results show greater mixing costs for the voluntary 

language switching group during the post-test compared to the forced language switching 

group. This indicates that forced language switching training helps with the global managing 

of cognitive resources when task switching. While the voluntary language group had more 

cognitive resources available for the pure trials, their participants also performed worse in 

repeat trials (indicated by larger mixing costs in the P3 mean amplitude). The forced language 

switching group, on the other hand, was able to apply shared mechanisms from their language 

switching training and better allocate cognitive resources during task switching by improving 

their performance in repeat trials in the mixed block but also slightly decreasing it in pure trials 

(indicated by smaller mixing costs in the P3 mean amplitude). Overall, the forced language 
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switching group managed their task switching task sets better and balanced cognitive 

resources between pure and repeat trials as a result of their language switching training. 

5.5.3 Language control and domain-general cognitive control 

The current study found a reduction in mixing costs after forced language switching training. 

Together with no effect on switch costs, this is evidence of an adaptation of global cognitive 

control but not of local cognitive control. That is, no short-term control processes are involved 

during the immediate presentation of external constraints on language choice adapted. 

However, the global management of multiple languages within the language system was 

activated differently during forced language switching compared to voluntary language 

switching. These results coincide with previous studies that found an advantage for bilinguals 

in conflict monitoring (Bialystok et al., 2005; Costa, Hernández, et al., 2009; Prior & Gollan, 

2013). However, our results suggest that this is not the result of only bilingualism, i.e., the 

simultaneous activation of two languages simultaneously, but instead the result of external 

demands on the language system. While languages are regularly activated simultaneously 

and can cause interference with each other (Thierry & Wu, 2007), the involved cognitive 

control processes do not necessarily transfer to other non-linguistic domains. Instead, broader 

processes such as conflict monitoring (Costa et al., 2009; Soveri et al., 2011) are considered 

to be involved. Our results give insight into the possible link between language control and 

domain-general cognitive control. While previous studies found advantages for bilinguals in 

both switching and mixing over monolingual speakers (Bialystok et al., 2005; Costa, 

Hernández, et al., 2009; Soveri et al., 2011), these results were not always found (Lehtonen 

et al., 2018; Prior & Macwhinney, 2010). The present study suggests that language activation 

is not responsible for how bilinguals engage specific control abilities. While the transfer of 

efficiency in shared mechanisms between language switching and non-linguistic task 

switching is well known and thought to rely on shared mechanisms of alertness and conflict 

monitoring (Liu et al., 2019; Timmer et al., 2019), our results demonstrate that just using two 
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languages interchangeably is not sufficient. Instead, bilinguals follow the specific constraints 

of an interactional context and adapt their cognitive system accordingly (Beatty-Martínez & 

Titone, 2021). The present data suggest that language switching under external constraints 

on language choice requires an increased need to maintain and regulate both languages.  On 

the other hand, during voluntary language switching, this need for cognitive control is reduced, 

and bilinguals are free to follow their bottom-up processes, such as lexical access (de Bruin 

et al., 2018). 

The current study found no support for the transfer of transient cognitive mechanisms like task 

engagement and disengagement predicted by the adaptive control hypothesis (Green & 

Abutalebi, 2013). Instead, we found that external constraints on language choice in language 

switching promote the use of global mechanisms like conflict monitoring. Even short-term 

training in different language contexts, in the form of language switching training, leads to an 

adaptation in the cognitive system to use mental resources more efficiently. So, while there 

was no transfer in the predicted cognitive mechanisms, we still found a close relationship 

between language control and domain-general cognitive control. This modulation of cognitive 

control by the language environment aligns with the general idea of the ACH. These findings 

also support the notion of Blanco-Elorrieta and Pylkkänen (2018) that not all forms of bilingual 

language switching lead to an advantage in domain-general cognitive control. Instead, only 

cognitive mechanisms shared between externally constrained language switching and non-

linguistic task switching benefit from this transfer. Specifically, global processes such as 

conflict monitoring seem to be affected. Altogether, this study forms another set of evidence 

in the growing trend in bilingualism research not to treat bilinguals and their experiences as 

monolithic classes but instead carefully distinguish their specific interactional language 

contexts and how they can affect cognitive control (Beatty-Martínez et al., 2020; Castro et al., 

2022; Kałamała et al., 2022; Luk & Esposito, 2020). 
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5.5.4 Limitations 

One difficulty of our task design is the creation of a comparable language switching training 

that allows us to differentiate between the effects of language switching with or without 

external constraints on language choice. Because participants are completely free to switch 

languages within the voluntary language switching task, it becomes difficult to control their 

language use of L1 and L2 as well as their portion of switch trials within the task. In order to 

mitigate these problems, we carefully selected our stimuli to encourage equal language 

switches for all pictures and remove any potential confounds, such as lexical frequency or 

name agreement. Additionally, we measured the participants' heart rates during the task and 

asked them to rate their perceived effort to assess the difference in difficulty between the 

forced and voluntary language switching tasks. 

We found both average proportions of English trials and proportions of switch trials within the 

voluntary language switching group comparable to the forced language switching group, 

indicating a similar behavior in language use for both language switching groups. However, 

the voluntary language switching group demonstrated a larger variability among participants. 

The switching frequency of 38% observed during our experiment is comparable to previous 

studies investigating voluntary language switching (Blanco-Elorrieta & Pylkkänen, 2017; de 

Bruin et al., 2018; Gollan et al., 2014; Kleinman & Gollan, 2016). For our additional measures, 

we found no difference in heart rate between the two types of training nor an effect on 

perceived effort. Given the differences in the number of switch trials between forced and 

voluntary language switching, the argument could be made that our voluntary language 

switching task is somewhere between our forced language switching task and a block of single 

language picture naming, at least for some participants. Our results would then coincide with 

previous studies (Liu et al., 2019; Timmer et al., 2019), especially as they, too, found effects 

of training on non-linguistic task mixing. However, given that the number of English trials is 

very similar between the forced and voluntary language switching groups, we would argue 
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that we still are able to differentiate between the effects of language choice and the overall 

presence of two languages. Given the similar amount of L1 and L2 use within a short period 

of time for both groups, the participants would show similar levels of language activation and 

engage similar cognitive mechanisms of language control to manage this co-activation. 

However, the greater use of global cognitive control by the forced language switching group 

cannot be attributed to this type of language control and was instead enhanced by the 

presence of external demands on the language system in the form of language cues. When 

considering both our results in the transfer of cognitive control efficiency and the similar 

behavior of both groups in regard to language switching, we would argue that the external 

constraints within the forced language switching training are the most likely factor responsible 

for the group differences and not differences in switching rate or percentage of L2 use. 
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5.6 Conclusion 

The present study revealed that the presence of constraints on language choice in an 

interactional context modulates the use of global cognitive control. The effects of those 

constraints can be observed after short-term language switching training in an experimental 

setting as efficiency in conflict monitoring was transferred from the linguistic to the non-

linguistic domain. These findings show the ability of the general cognitive system to adapt 

rapidly to subtle differences in the language environment and how the difficulty of using two 

languages can differ as a result.  
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6 General Discussion 

Research on the cognitive consequences of bilingualism has produced a wide variety of 

results, with some seeing a positive relationship between bilingualism and cognitive control 

(Bialystok, 2009, 2017; Costa et al., 2008), while others could find no such causal link 

(Hernández et al., 2013; Paap et al., 2015; Paap & Greenberg, 2013). While a definite answer 

to whether the bilingual advantage exists still eludes us, researchers have started to take a 

more fine-grained look at the bilingual experience itself and tried to establish what factors in 

someone's language environment would promote the use of cognitive control in different ways 

(Bak, 2016; Beatty-Martínez & Titone, 2021; D. W. Green & Abutalebi, 2013; D. W. Green & 

Wei, 2014; Gullifer & Titone, 2020; Kałamała et al., 2023; Navarro-Torres et al., 2021; 

Wodniecka, Casado, et al., 2020). This dissertation contains a series of investigations and 

analyses studying the effects of the language environment on language use and domain-

general cognitive control. It attempted to probe different aspects of the interaction between 

environment and language control. Well-known paradigms such as picture naming and 

language switching were employed, and relatively simple processes like lexical access during 

word production were tested, which enabled a direct comparison of our outcomes with results 

from the previous literature. Instead of the traditional approach taken in many previous studies 

(i.e., comparing the performance of monolinguals and bilinguals), we tested only bilingual 

populations but varied and/or manipulated their language environment. In Investigations 1 and 

2, we explored language control mechanisms in one group of bilinguals but in two different 

language contexts, i.e., during L2 immersion and soon after a brief L1 reimmersion. In 

Investigation 3, we used an experimentally induced language environment with a forced vs. 

free language switching task and measured the consequences of this manipulation on the 

efficiency of cognitive control. By carefully selecting and matching participants as closely as 

possible and combining within and between-group designs, it was possible to control many 

confounding factors, such as differences in language proficiency, socioeconomic status, or 
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language switching behavior. These factorial designs revealed that even short-term 

environmental changes greatly influenced the participants' language use and cognitive control. 

All three investigations revealed quick adaptations in the language system and cognitive 

control when aspects of the language environment change. In Investigations 1 and 2, we found 

that lexical L1 frequency significantly interacts with the changes in lexical access, most likely 

due to the different frequencies of occurrence of single words in different language 

environments and how bilinguals seem to apply proactive language control to combat L2 

interference. Investigation 3 found that the restriction of language choice by the inclusion of 

language cues in a language switching paradigm significantly changes the use of global 

cognitive control, even when the participants showed similar language use with respect to the 

frequency of language switches and the amount of L1 and L2 words they produced. Together, 

these studies indicate that even short-term changes in the environment can influence how 

language control and cognitive control are engaged. The current results can be understood in 

the context of models of language use that assume that bilingualism is a complex network of 

experiences and dynamic changes with differences in language use and engagement of 

cognitive control. Hopefully, it would allow the identification of underlying processes and a 

better understanding of how the human language system operates and adapts rapidly. Below, 

I place the three investigations within the larger field of cognitive psychology and how they 

contribute to a better understanding of how to investigate the cognitive consequences of 

bilingualism. 

6.1 Lexical access during L1 and L2 immersion 

Investigations 1 and 2 focused on how changes in the language environment can influence 

lexical L1 access. Specifically, how long-term L2 immersion manifests and how malleable its 

effects might be. By combining both within- and between-group comparisons, we were able to 

eliminate confounding factors such as individual differences in language experience between 
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groups. While Investigation 1 focuses on analyzing the behavioral data, Investigation 2 

investigates the electrophysiological markers of lexical L1 access in the form of event-related 

potentials. Together the results of these investigations made it possible to study the different 

aspects of lexical access and get a more comprehensive understanding of how native word 

production operates under L1 or L2 immersion. 

Investigation 1 demonstrated the capability of the language system to adapt to the constant 

L2 interferences of an L2 dominant environment. L2 immersed participants were able to 

maintain a level of lexical L1 access similar to participants under L1 immersion. However, 

when members of a migrant population return to their native language environment, the 

neurocognitive system undergoes quick adaptations; even by only short-term exposure to L1, 

migrants were able to reduce their cognitive resources allocated to language control, visible 

in the amplitude reduction of the P2 component. These results, therefore, form another piece 

of evidence for lexical L1 access during L2 immersion (Beatty-Martínez et al., 2020; Yilmaz & 

Schmid, 2012) and the flexibility of the overall language system (Baus et al., 2013; Linck et 

al., 2009). Investigation 2 gave us a potential explanation of the underlying mechanisms of the 

observed behavioral results. While we tried to examine established markers of the ease of 

lexical L1 access, we found a diverging ERP pattern instead. We interpreted these novel ERP 

results as additional language control employed by the migrant population during L2 

immersion. As previous studies already found behavioral indicators of increased proactive 

control during L2 immersion, that is, greater use of goal maintenance or conflict monitoring 

(Beatty-Martínez et al., 2020; Zhang et al., 2021), we argued that our participants used similar 

cognitive mechanisms to combat L2 interference during L2 immersion. This increased use of 

proactive language control might explain how the long-term migrant population could maintain 

native-like lexical access within an L2-dominant environment. When returning to an L1-

dominant environment, this proactive language control was presumably replaced by a different 

type of language control to benefit from the higher occurrence of L1 cues. More reactive forms 
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of language control allow quicker responses to language cues from the environment (Beatty-

Martínez et al., 2020), especially to those words with a higher frequency of use, as indicated 

by our observed significant effect of items with high lexical frequency. However, future studies 

are needed to confirm these hypotheses and fully understand the involved processes. 

6.2 Cognitive control and external constraints 

In Investigation 3, we focused on the domain-general cognitive abilities of bilinguals. Following 

suggestions to resolve the discussion surrounding the bilingual advantage (Beatty-Martínez & 

Titone, 2021; Blanco-Elorrieta & Pylkkänen, 2018; D. W. Green & Abutalebi, 2013), we 

compared the impact of environmental constraints on language switching on cognitive control. 

We developed a novel design that combined within- and between-group comparisons in a 

training study using cued and voluntary language switching. By examining the transfer of 

cognitive efficiency from language switching to non-linguistic task switching, we demonstrated 

that external constraints on language choice encourage greater use of global control 

processes. That is, the use of language cues in language switching resulted in smaller mixing 

costs in a successive non-linguistic task switching test. Although previous studies already 

found that voluntary language switching requires only reduced cognitive control (Blanco-

Elorrieta & Pylkkänen, 2017; Hartanto & Yang, 2016), the presented research is one of the 

first to demonstrate this effect in both behavioral and electrophysiological data using a factorial 

design. In particular, the results of Investigation 3 should inform the development of future 

experiments investigating the effects of bilingualism. When conducting an experimental study 

involving language switching, one should be careful which factors in a given study contribute 

to the observed effects. As Blanco-Elorrieta and Pylkkänen (2018) argue in their review, some 

of the variability in the research of the bilingual advantage might not be the result of simply 

bilingualism, fluency in two or more languages but instead caused by artificial demands within 

the experimental task. They argue that future studies should involve more ecological designs, 

specifically, language switches not controlled by simple language cues but instead by natural 
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markers like human faces (Blanco-Elorrieta & Pylkkänen, 2017) or conversational partners 

(Kałamała et al., 2021). The results of Investigation 3 demonstrate the need for this type of 

new experimental design and how artificial language environments could induce short-term 

changes in cognitive control. On a broader scale, Investigation 3 demonstrates the relevance 

of adequately characterizing the language switching experience of bilinguals when exploring 

their cognitive control. Many questionnaires and measures have recently been developed to 

accommodate this need for quantifying switching behavior (Gullifer & Titone, 2020; Kałamała 

et al., 2023). By accounting for participants' individual language switching experiences, future 

studies might be able to develop more precise techniques and designs for studying the 

bilingual advantage. 

6.3 Limitations 

One problem of the present studies is the task impurity problem, the idea that all cognitive 

tasks inevitably involve complex sets of cognitive mechanisms rather than measuring a single 

multipurpose mechanism (Friedman, 2016; Kałamała et al., 2020; Miyake et al., 2000). While 

mixing costs are thought to reflect more proactive and sustained mechanisms like cue 

monitoring (Braver et al., 2007; Kiesel et al., 2010; Rubin & Meiran, 2005), they are not 

necessarily related to the exact underlying cognitive mechanisms as the proactive control 

measured with the AX-CPT task, given that many studies on cognitive control often found low 

correlations between cognitive tasks that are supposed to tap into the same cognitive 

mechanisms (Miyake et al., 2000), and specifically low correlations between task switching 

and the AX-CPT (Snijder et al., 2023). The low correlation between measures of proactive 

language control and mixing costs in task switching complicate establishing shared cognitive 

mechanisms between tasks and experiments. Task impurity has been argued before to 

contribute to the variation in study results of the bilingual advantage (Friedman, 2016; Paap 

et al., 2015; Valian, 2015), so even with detailed knowledge of the language experience of 
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participants and a working theory of language contexts, it would be challenging to isolate the 

affected cognitive mechanisms, if there are no consistent measures across tasks.  

6.4 Conclusion and perspectives 

The presented studies contribute to the field of cognitive psychology in several aspects. 

Investigations 1 and 2 gave us a better understanding of how migrants could expect to 

maintain the availability of their native language when moving to a different country for the 

foreseeable future. While their language does seem to apply additional language control to 

combat L2 interference, this does not manifest in overtly adverse outcomes for their language 

use. Instead, they will be able to maintain their native language use and quickly adapt to their 

surroundings when visiting their native language environments. This recovery is possible 

thanks to the adaptive capabilities of the language system and its ability to respond rapidly to 

any environment. 

Investigation 3 expanded on this adaption to the environments by focusing on specific external 

constraints on the language system. Using the pre-posttest design, we demonstrated that 

external constraints encourage greater use of global cognitive control processes as bilinguals 

have a greater need for cue monitoring in order to conform to external demands. Investigations 

1, 2, and 3 give a picture of a rapidly adapting language system that changes the use of 

cognitive control based on even minor environmental changes. Through this, the dissertation 

supports treating bilingualism as a collection of different language contexts and experiences. 

By considering these ideas, it should be possible to establish more specialized experimental 

tasks to examine the effects of language experience on cognitive control in the future. 
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8 Appendix 

8.1 Appendix Investigation 1 

8.1.1 General model including the factor word-age of acquisition 
 
Table 4 

Fixed effects for the LME model for naming latencies of the general model including the 

factors lexical word-frequency and word-age of acquisition. 

Effect Estimate SE t by-
Picture 

SD 

by-
Participant 

SD 

Intercept -1.10 0.04 -25.62*** 0.15 0.22 

Group -0.07 0.05 -1.50 
  

Context -0.04 0.04 -0.99 
 

0.24 

Word-lexical frequency -0.01 0.01 -0.56 - 
 

Word-age of acquisition -0.01 0.01 -0.41 - 
 

Age -0.02 0.02 -1.05 
  

Age of acquisition 0.02 0.02 1.14 
  

log (Trial number) 0.01 0.01 1.13 
 

0.03 

Group:Context 0.08 0.06 1.45 
  

Group:Word-lexical frequency -0.01 0.01 -1.29 - 
 

Group:Word-age of acquisition 0.00 0.01 0.04 - 
 

Control Group:Context:Word-lexical 
frequency 

0.00 0.01 -0.13 - - 

Mig. Group:Context:Word-lexical 
frequency 

0.02 0.01 2.63** - - 

Control Group:Context:Word-age of 
acquisition 

0.00 0.01 -0.01 - - 

Mig. Group:Context:Word-age of 
acquisition 

0.00 0.01 0.18 - - 

Note. Because word-age of acquisition was not available for all items only 151 out of 216 items were 

used in this model. 

* p < 0.05, ** p < 0.01, *** p < 0.001 
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8.1.2 Migrant group model including the factors length of L2 immersion (years 
living in the L2-environment) and length of L1 re-immersion (days spent 
in the L1-environment) 

Table 5 

Fixed effects for the LME model for naming latencies of the migrant group model with length 
of L1 reimmersion and L2 immersion. 

Effect Estimate SE t by-Picture SD by-Participant SD 

Intercept 
-1.14 0.04 -30.62*** 0.16 0.15 

Context 
0.04 0.02 2.33* -0.17 -0.18 

Word-lexical frequency 
0.00 0.01 0.05 - 

 

Length of L2 immersion 
0.04 0.03 1.31 

 
- 

Length of L1 reimmersion 
0.01 0.02 0.39 

 
- 

Age 
0.00 0.03 0.01 0.78 - 

Age of acquisition 
0.01 0.02 0.59 

 
- 

log (Trial number) 
0.00 0.01 0.41 

 
-0.50 

Context:Word-lexical frequency 
0.01 0.01 1.67' - 

 

Context:Length of L2 immersion 
0.00 0.02 0.14 

 
- 

Context:Length of L1 reimmersion 
-0.01 0.02 -0.42   - 

Note. Length of L2 immersion describes how many years a participant of the migrant group lived in the 

L2 environment. Length of L1 reimmersion describes how many days a participant of the migrant group 

stayed in the L1 environment, immediately prior to the experimental session. 

* p < 0.05, ** p < 0.01, *** p < 0.001 
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8.2 Appendix Investigation 2 

In order to discount the influence of ocular movements on the results, we investigated average 

eye blinks across groups and contexts. While the mean amplitudes of the ocular electrodes 

diverge in later time windows, there was no effect on the context or group effects in our 

selected time windows. 

Figure 2.3 

 

Note. Stimulus-locked grand average ERP waveforms for vertical (VEOG) and horizontal (HEOG) eye 

movements. Waveforms depict differences in mean voltages recorded from electrodes placed below 

and above a participant's left eye and at the outer canthus of each eye, respectively. separate electrode 

clusters for each component. Rectangles indicate time windows used to measure mean ERP 

amplitudes tracking the temporal dynamics of the target components: P2 (160–240 ms) and N300 (250–

350 ms). 
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8.3 Appendix Investigation 3 

8.3.1 Prolific questionnaire 

Private users of Prolific can fill out several questions related to their background. Researchers 

can invite participants according to those answers and create their own research sample of 

the population. We used the following questions and answers to filter for our research: 

1. What is your date of birth? 
a. Age 20 to including 35 

2. Are you left or right-handed? 
a. Right-handed 
b. Ambidextrous 

3. What is your nationality? 
a. Poland 

4. What is your first language? 
a. Polish 

5. Apart from your native language, do you speak any other languages fluently? 
a. native language + one other language 
b. native language + two other languages 
c. native language + three or more other languages 

6. Which of the following languages are you fluent in? 
a. Polish 
b. English 

 

We also excluded any participants that had already taken part in our previous pilot 

experiments. 

  



189 
 
 

8.3.2 Participant language proficiency of Pilot 1 and Pilot 2 
Table 3.10 Self-assessed language proficiency of participants. 

 Pilot 1 Participants Pilot 2 Participants 

 Polish English Polish English 

Speaking 8.45 (1.77) 6.58 (1.67) 8.75 (1.49) 6.78 (1.76) 

Writing 8.31 (1.32) 7.31 (1.55) 8.80 (1.53) 7.15 (1.71) 

Listening 8.86 (1.59) 7.66 (1.46) 9.20 (1.38) 7.80 (1.71) 

Reading 9.31 (0.98) 8.46 (1.24) 9.27 (1.29) 8.53 (1.35) 

Note. Responses to the self-assessment proficiency questionnaire were on a 10-point scale, with 1 

being the lowest and 10 the highest (native-like) proficiency. The presented values are mean response 

with standard deviations in brackets. 


